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1. Harmonic functions

Throughout this section, Ω ⊂ Rn is a bounded domain.

1.1 Definition A function u ∈ C2(Ω) is called subharmonic if ∆u ≥ 0 in Ω,
harmonic if ∆u ≡ 0 in Ω, and superharmonic if ∆u ≤ 0 in Ω.

1.2 Notation The measure of the unit ball in Rn is

ωn = |B1| = |{x ∈ Rn : x2
1 + ...+ x2

n ≤ 1}| =
∫

B1

dx =
2πn/2

nΓ(n/2)
.

The (n− 1)-dimensional measure of the boundary ∂B1 of B1 is equal to nωn.

1.3 Mean Value Theorem Let u ∈ C2(Ω) be subharmonic, and

BR(y) = {x ∈ Rn : |x− y| ≤ R} ⊂ Ω.

Then
u(y) ≤ 1

nωnRn−1

∫
∂BR(y)

u(x)dS(x),

where dS is the (n− 1)-dimensional surface element on ∂BR(y). Also

u(y) ≤ 1
ωnRn

∫
BR(y)

u(x)dx.

Equalities hold if u is harmonic.

Proof We may assume y = 0. Let ρ ∈ (0, R). Then

0 ≤
∫

Bρ

∆u(x)dx =
∫

∂Bρ

∂u

∂ν
(x)dS(x) =

∫
∂Bρ

∂u

∂r
(x)dS(x) =

(substituting x = ρω)∫
∂B1

∂u

∂r
(ρω)ρn−1dS(ω) = ρn−1

∫
∂B1

(
∂

∂ρ
u(ρω))dS(ω) = ρn−1 d

dρ

∫
∂B1

u(ρω)dS(ω)

(substituting ω = x/ρ)

= ρn−1 d

dρ

1
ρn−1

∫
∂Bρ

u(x)dS(x),
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which implies, writing

f(ρ) =
1

nωnρn−1

∫
∂Bρ

u(x)dS(x),

that f ′(ρ) ≥ 0. Hence

u(0) = lim
ρ↓0

f(ρ) ≤ f(R) =
1

nωnRn−1

∫
∂BR

u(x)dS(x),

which proves the first inequality. The second one follows from∫
BR

u(x)dx =
∫ R

0

{∫
∂Bρ

u(x)dS(x)
}
dρ ≥

∫ R

0

nωnρ
n−1u(0)dρ = ωnR

nu(0).

This completes the proof.

1.4 Corollary (Strong maximum principle for subharmonic functions) Let u ∈
C2(Ω) be bounded and subharmonic. If for some y ∈ Ω, u(y) = supΩ u, then
u ≡ u(y).

Proof Exercise (hint: apply the mean value theorem to the function ũ(x) =
u(x)− u(y), and show that the set {x ∈ Ω : ũ(x) = 0} is open).

1.5 Corollary (weak maximum principle for subharmonic functions) Suppose
u ∈ C2(Ω) ∩ C(Ω) is subharmonic. Then

sup
Ω
u = max

Ω
u = max

∂Ω
u.

Proof Exercise.

1.6 Corollary Let u ∈ C2(Ω)∩C(Ω) be subharmonic. If u ≡ 0 on ∂Ω, then u < 0
on Ω, unless u ≡ 0 on Ω.

Proof Exercise.

1.7 Corollary Let ϕ ∈ C(∂Ω). Then there exists at most one function u ∈
C2(Ω) ∩ C(Ω) such that ∆u = 0 in Ω and u = ϕ on ∂Ω.

Proof Exercise.
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1.8 Theorem (Harnack inequality) Let Ω′ ⊂⊂ Ω (i.e. Ω′ ⊂ Ω′ ⊂ Ω) be a
subdomain. Then there exists a constant C which only depends on Ω′ and Ω, such
that for all harmonic nonnegative functions u ∈ C2(Ω),

sup
Ω′

u ≤ C inf
Ω′
u.

Proof Suppose that B4R(y) ⊂ Ω. Then for any x1, x2 ∈ BR(y) we have

BR(x1) ⊂ B3R(x2) ⊂ B4R(y) ⊂ Ω,

so that by the mean value theorem,

u(x1) =
1

ωnRn

∫
BR(x1)

u(x)dx ≤ 3n

ωn(3R)n

∫
B3R(x2)

u(x)dx = 3nu(x2).

Hence, x1, x2 being arbitrary, we conclude that

sup
BR(y)

u ≤ 3n inf
BR(y)

u.

Thus we have shown that for Ω′ = BR(y), with B4R(y) ⊂ Ω, the constant in the
inequality can be taken to be 3n. Since any Ω′ ⊂⊂ Ω can be covered with finitely
many of such balls, say

Ω′ ⊂ BR1(y1) ∪BR2(y2) ∪ . . . ∪BRN
(yN ),

we obtain for Ω′ that C = 3nN .

Next we turn our attention to radially symmetric harmonic functions. Let u(x)
be a function of r = |x| alone, i.e. u(x) = U(r). Then u is harmonic if and only if

0 = ∆u(x) =
n∑

i=1

(
∂

∂xi
)2u =

n∑
i=1

∂

∂xi
(U ′(r)

∂r

∂xi
) =

n∑
i=1

∂

∂xi
(
xi

r
U ′(r))

=
n∑

i=i

(1
r
U ′(r) +

xi

r
U ′′(r)

∂r

∂xi
− xiU

′(r)
∂

∂xi
(
1
r
)
)

=
n

r
U ′(r) +

n∑
i=1

x2
i

r
U ′′(r)−

n∑
i=1

xiU
′(r)

xi

r3
=

U ′′(r) +
n− 1
r

U ′(r) =
1

rn−1
(rn−1U ′(r))′,
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implying
rn−1U ′(r) = C1,

so that

U(r) =


C1r + C2 n = 1;
C1 log r + C2 n = 2;
C1

2− n

1
rn−2

+ C2 n > 2.

(1.1)

We define the fundamental solution by

Γ(x) =



1
2
|x| n = 1

1
2π

log |x| n = 2

1
nωn(2− n)

1
|x|n−2

n > 2,

(1.2)

i.e. C1 = 1/nωn and C2 = 0 in (1.1). Whenever convenient we write Γ(x) =
Γ(|x|) = Γ(r).

1.9 Theorem The fundamental solution Γ is a solution of the equation ∆Γ = δ
in the sense of distributions, i.e.∫

Rn

Γ(x)∆ψ(x)dx = ψ(0) ∀ψ ∈ D(Rn).

Proof First observe that for all R > 0, we have Γ ∈ L∞(BR) if n = 1, Γ ∈ LP (BR)
for all 1 ≤ p < ∞ if n = 2, and Γ ∈ LP (BR) for all 1 ≤ p < n

n−2 if n > 2, so for
all ψ in D(Rn), choosing R large enough, we can compute∫

Rn

Γ(x)∆ψ(x)dx =
∫

BR

Γ(x)∆ψ(x)dx = lim
ρ↓0

∫
AR,ρ

Γ(x)∆ψ(x)dx =

(here AR,ρ = {x ∈ BR : |x| > ρ})

lim
ρ↓0

{∫
∂AR,ρ

Γ
∂ψ

∂ν
−

∫
AR,ρ

∇Γ∇ψ
}

= lim
ρ↓0

{∫
∂AR,ρ

(Γ
∂ψ

∂ν
− ∂Γ
∂ν
ψ) +

∫
AR,ρ

ψ∆Γ
}

=

lim
ρ↓0

∫
∂Bρ

{ −∂ψ/∂ν
nωn(2− n)ρn−2

+
ψ

nωnρn−1

}
= ψ(0).

For n = 1, 2 the proof is similar.

Closely related to this theorem we have
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1.10 Theorem (Green’s representation formula) Let u ∈ C2(Ω) and suppose
∂Ω ∈ C1. Then, if ν is the outward normal on ∂Ω, we have

u(y) =
∫

∂Ω

{u(x) ∂
∂ν

Γ(x− y)− Γ(x− y)
∂u

∂ν
(x)}dS(x) +

∫
Ω

Γ(x− y)∆u(x)dx.

Here the derivatives are taken with respect to the x-variable.

Proof Exercise (Hint: take y = 0, let Ωρ = {x ∈ Ω : |x| > ρ}, and imitate the
previous proof).

If we want to solve ∆u = f on Ω for a given function f , this representation formula
strongly suggests to consider the convolution∫

Ω

Γ(x− y)f(x)dx

as a function of y, or equivalently,

(Γ ∗ f)(x) =
∫

Ω

Γ(x− y)f(y)dy (1.3)

as a function of x. This convolution is called the Newton potential of f .

For any harmonic function h ∈ C2(Ω) we have∫
Ω

h∆u =
∫

∂Ω

(h
∂u

∂ν
− u

∂h

∂ν
),

so that, combining with Green’s representation formula,

u(y) =
∫

∂Ω

{u∂G
∂ν

−G
∂u

∂ν
}+

∫
Ω

G∆u, (1.4)

where G = Γ(x − y) + h(x). The trick is now to take instead of a function h(x)
a function h(x, y) of two variables x, y ∈ Ω, such that h is harmonic in x, and for
every y ∈ Ω,

G(x, y) = Γ(x− y) + h(x, y) = 0 ∀x ∈ ∂Ω.

This will then give us the solution formula

u(y) =
∫

∂Ω

u
∂G

∂ν
+

∫
Ω

G∆u.

In particular, if u ∈ C2(Ω) is a solution of

(D)

{
∆u = f in Ω;
u = ϕ on ∂Ω,
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then

u(y) =
∫

∂Ω

ϕ(x)
∂G(x, y)
∂ν

+
∫

Ω

G(x, y)f(x)dx. (1.5)

The function G(x, y) = Γ(x − y) + h(x, y) is called the Green’s function for the
Dirichletproblem. Of course h(x, y) is by no means trivial to find. The function h
is called the regular part of the Green’s function. If we want to solve{

∆u = 0 in Ω;
u = ϕ on ∂Ω,

(1.5) reduces to

u(y) =
∫

∂Ω

ϕ(x)
∂G(x, y)
∂ν

dS(x). (1.6)

We shall evaluate (1.6) in the case that Ω = B = B1(0) = {x ∈ Rn : |x| < 1}.
Define the reflection in ∂B by

S(y) =
y

|y|2
if y 6= 0; S(0) = ∞; S(∞) = 0. (1.7)

Here ∞ is the point that has to be added to Rn in order to construct the one-point
compactification of Rn. If 0 6= y ∈ B, then y = S(y) is uniquely determined by
asking that 0, y and y lie (in that order) on one line l, and that the boundary
∂B of B is tangent to the cone C with top y spanned by the circle obtained from
intersecting the ball B with the plane perpundicular to l going through y (you’d
better draw a picture here). Indeed if x lies on this circle, then the triangles 0yx
and 0xy are congruent and

|y| = |y − 0|
|x− 0|

=
|x− 0|
|y − 0|

=
1
|y|
,

so that y = S(y). It is also easily checked that

∂B = {x ∈ Rn; |x− y| = |y||x− y|}.

But then the construction of h(x, y) is obvious. We simply take

h(x, y) = −Γ(|y|(x− y)),

so that
G(x, y) = Γ(x− y)− Γ(|y|(x− y)). (1.8)

Note that since |y||y| = 1, and since y → 0 implies y →∞, we have, with a slight
abuse of notation, that G(x, 0) = Γ(x)− Γ(1). It is convenient to rewrite G(x, y)
as

G(x, y) = Γ(
√
|x|2 + |y|2 − 2xy)− Γ(

√
|x|2|y|2 + |y|2|y|2 − 2|y|2xy)
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= Γ(
√
|x|2 + |y|2 − 2xy)− Γ(

√
|x|2|y|2 + 1− 2xy),

which shows that G is symmetric in x and y. In particular G is also harmonic in
the y variables.

Next we compute ∂G/∂ν on ∂B. We write

r = |x−y|; r = |x−y|; ∂

∂ν
= ν ·∇ =

n∑
i=1

νi
∂

∂xi
;

∂r

∂xi
=
xi − yi

r
;

∂r

∂xi
=
xi − yi

r
,

so that since G = Γ(r)− Γ(|y|r),

∂Γ(r)
∂ν

= Γ′(r)
∂r

∂ν
=

1
nωnrn−1

n∑
i=1

xi
xi − yi

r
=

1− xy

nωnrn
,

and

∂Γ(|y|r|)
∂ν

= Γ′(|y|r)|y|∂r
∂ν

=
1

nωn|y|n−2rn−1

∂r

∂ν
=

1
nωn|y|n−2rn−1

n∑
i=1

xi
xi − yi

r

=
1
nωn

|y|2−nr−n
n∑

i=1

xi(xi − yi) = (substituting r = |y|r)

1
nωn

|y|2−n(
|y|
r

)n
n∑

i=1

(x2
i − xiyi) =

1
nωnrn

{|y|2 − xy},

whence
∂G(x, y)
∂ν(x)

=
1

nωnrn
(1− |y|2) =

1− |y|2

nωn|x− y|n
. (1.9)

1.11 Theorem (Poisson integration formula) Let ϕ ∈ C(∂B). Define u(y) for
y ∈ B by

u(y) =
1− |y|2

nωn

∫
∂B

ϕ(x)
|x− y|n

dS(x),

and for y ∈ ∂B, by u(y) = ϕ(y). Then u ∈ C2(B) ∪ C(B), and ∆u = 0 in B.

Proof First we show that u ∈ C∞(B) and that ∆u = 0 in B. We have

u(y) =
1− |y|2

nωn

∫
∂B

ϕ(x)
|x− y|n

dS(x) =
∫

∂B

K(x, y)ϕ(x)dS(x),

where the integrand is smooth in y ∈ B, andK(x, y) is positive, and can be written
as

K(x, y) =
∂G(x, y)
∂ν(x)

=
n∑

i=1

xi
∂G(x, y)
∂xi

.
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Thus u ∈ C∞(B) and

∆u(y) =
n∑

j=1

∂2u

∂yj
=

n∑
j=1

( ∂

∂yj

)2
∫

∂B

n∑
i=1

xi
∂G(x, y)
∂xi

ϕ(x)dS(x)

=
∫

∂B

{ n∑
i=1

xi
∂

∂xi

n∑
j=1

∂2G(x, y)
∂y2

j

}
ϕ(x)dS(x) = 0.

Next we show that u ∈ C(B). Observe that∫
∂B

K(x, y)dS(x) = 1,

because ũ ≡ 1 is the unique harmonic function with ũ ≡ 1 on the boundary. We
have to show that for all x0 ∈ δB

lim
y→x0
y∈B

u(y) = ϕ(x0) = u(x0),

so we look at

u(y)− u(x0) =
∫

∂B

K(x, y)(ϕ(x)− ϕ(x0))dS(x).

Fix ε > 0. Then there exists δ > 0 such that

|ϕ(x)− ϕ(x0)| < ε for all x ∈ δB with |x− x0| < δ.

Thus we have, with M = max∂B |ϕ|, that

|u(y)− u(x0)| ≤
∫

x∈∂B, |x−x0|<δ

K(x, y)|ϕ(x)− ϕ(x0)|dS(x)

+
∫

x∈∂B, |x−x0|≥δ

K(x, y)|ϕ(x)− ϕ(x0)|dS(x) ≤∫
∂B

K(x, y)εdS(x) +
∫

x∈∂B, |x−x0|≥δ

K(x, y)2MdS(x) =

ε+ 2M
∫

x∈∂B, |x−x0|≥δ

K(x, y)dS(x) ≤ (choosing y ∈ B with |y − x0| <
δ

2
)

ε+ 2M
∫

x∈∂B, |x−y|≥ δ
2

1− |y|2

nωn|x− y|n
dS(x) ≤ ε+ 2M

1− |y|2

nωn

∫
∂B

(2
δ

)n
dS(x) =

ε+ 2M
(2
δ

)n(1− |y|2) → ε as y → x0.
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Since ε > 0 was arbitrary, this completes the proof.

1.12 Remark On the ball BR = {x ∈ Rn : |x| < R} the Poisson formula reads

u(y) =
R2 − |y|2

nωnR

∫
∂BR

ϕ(x)
|x− y|n

dS(x).

1.13 Corollary A function u ∈ C(Ω) is harmonic if and only if

u(y) =
1

ωnRn

∫
BR(y)

u(x)dx

for all BR(y) ⊂⊂ Ω.

Proof Exercise (hint: use Poisson’s formula in combination with the weak maxi-
mum principle which was proved using the mean value (in-)equalities).

1.14 Corollary Uniform limits of harmonic functions are harmonic.

Proof Exercise.

1.15 Corollary (Harnack convergence theorem) For a nondecreasing sequence
of harmonic functions un : Ω → R to converge to a harmonic limit function
u, uniformly on compact subsets, it is sufficient that the sequence (un(y))∞n=1 is
bounded for just one point y ∈ Ω.

Proof Exercise (hint: use Harnack’s inequality to establish convergence).

1.16 Corollary If u : Ω → R is harmonic, and Ω′ ⊂⊂ Ω, d = distance (Ω′, ∂Ω),
then

sup
Ω′
|∇u| ≤ n

d
sup
Ω
|u|.

For higher order derivatives the factor n
d has to be replaced by (ns

d )s, where s is
the order of the derivative.

Proof Since ∆∇u = ∇∆u = 0, we have by the mean value theorem for y ∈ Ω′∣∣∇u(y)∣∣ =
∣∣ 1
ωndn

∫
Bd(y)

∇u(x)dx
∣∣ =

(by the vector valued version of Gauss’ Theorem)∣∣ 1
ωndn

∫
∂Bd(y)

u(x)ν(x)dS(x)
∣∣ ≤ 1

ωndn
nωnd

n−1 sup
Bd(y)

|u(x)||ν(x)| = n

d
sup

Bd(y)

|u(x)|,

10



since ν is the unit normal.

1.17 Corollary (Liouville) If u : Rn → R+ is harmonic, then u ≡ constant.

Proof We have∣∣∇u(y)∣∣ =
∣∣ 1
wnRn

∫
∂BR(y)

u(x)ν(x)dS(x)
∣∣ ≤ 1

wnRn

∫
∂BR(y)

|u(x)ν(x)|dS(x)

=
n

R

1
nωnRn−1

∫
∂BR(y)

u(x)dS(x) =
n

R
u(y)

for all R > 0. Thus ∇u(y) = 0 for all y ∈ Rn, so that u ≡ constant.

We have generalized a number of properties of harmonic functions on domains in
R2, which follow from the following theorem for harmonic functions of two real
variables.

1.18 Theorem Let Ω ⊂ R2 be simply connnected. Suppose u ∈ C(Ω) is harmonic.
Then there exists v : Ω → R such that

F (x+ iy) = u(x, y) + iv(x, y)

is an analytic function on Ω. In particular u, v ∈ C∞(Ω) and ∆u = ∆v = 0 in Ω.

1.19 Exercise Let u : Ω → R be harmonic. Show that the function v = |∇u|2 is
subharmonic in Ω.

1.20 Exercise Adapt the proof of the mean value theorem to show that under
the same assumptions, for dimension n > 2,

u(y) =
1

ωnRn

∫
BR(y)

u(x)dx− an

∫
BR(y)

G(|x− y|;R)∆u(x)dx,

where

G(r,R) =
1

rn−2
− 1
Rn−2

+
n− 2

2
r2 −R2

Rn
,

and an > 0 can be computed explicitly. Derive a similar formula for n = 2.

1.21 Exercise Show directly that the function

K(x, y) =
R2 − |y|2

nωnR|x− y|n
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is positive and harmonic in y ∈ B = BR, and, without to much computation,
that

∫
B
K(x, y)dx = 1. (These are the three essential ingredients in the proof of

Theorem 1.11 and Remark 1.13).

1.22 Exercise Use Corollary 1.16 to prove that, if u is harmonic in Ω and
B2R(x0) ⊂⊂ Ω, then

|u(x)− u(y)| ≤ |x− y|α(2R)1−α n

R
sup

B2R(x0)

|u| ∀x, y ∈ BR(x0).

1.23 Exercise (Schwarz reflection principle) Let Ω be a domain which is sym-
metric with respect to xn = 0, and let Ω+ = Ω∩{xn > 0}. Show that a function u
which is harmonic in Ω+, and continuous at Ω∩ {xn = 0}, has a unique harmonic
extension to Ω, provided u = 0 on Ω ∩ {xn = 0}.

2. Perron’s method

2.1 Theorem Let Ω be bounded and suppose that the exterior ball condition
is satisfied at every point of ∂Ω, i.e. for every point x0 ∈ ∂Ω there exists a ball
B such that B ∩ Ω = {x0}. Then there exists for every ϕ ∈ C(∂Ω) exactly one
harmonic function u ∈ C(Ω) with u = ϕ on ∂Ω.

For the proof of Theorem 2.1 we need to extend the definition of sub- and super-
harmonic to continuous functions.

2.2 Definition A function u ∈ C(Ω) is called subharmonic if u ≤ h on B for every
ball B ⊂⊂ Ω and every h ∈ C(B) harmonic with u ≤ h on ∂B. The definition of
superharmonic is likewise.

Clearly this is an extension of Definition 1.1, that is, every u ∈ C2(Ω) with ∆u ≥ 0
is subharmonic in the sense of Definition 2.2. See also the exercises at the end of
this section.

2.3 Theorem Suppose u ∈ C(Ω) is subharmonic, and v ∈ C(Ω) is superharmonic.
If u ≤ v on ∂Ω, then u < v on Ω, unless u ≡ v.

Proof First we prove that u ≤ v in Ω. If not, then the function u− v must have
a maximum M > 0 achieved in some interior point x0 in Ω. Since u ≤ v on ∂Ω
and M > 0, we can choose a ball B ⊂⊂ Ω centered in x0, such that u − v is
not identical to M on ∂B. Because of the Poisson Integral Formula, there exist
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harmonic functions u, v ∈ C(B) with u = u and v = v on ∂B. By definition, u ≥ u
and v ≤ v. Hence u(x0)− v(x0) ≥ M , while on ∂B we have u− v = u− v ≤ M .
Because u and v are harmonic it follows that u− v ≡M on B, and therefore the
same holds for u− v on ∂B, a contradiction.

Next we show that also u < v on Ω, unless u ≡ v. If not, then the function u− v
must have a zero maximum achieved in some interior point x0 in Ω, and, unless
u ≡ v, we can choose x0 and B exactly as above, reading zero for M . Again this
gives a contradiction.

Using again the Poisson Integral Formula we now introduce

2.4 Definition Let u ∈ C(Ω) be subharmonic, and let B ⊂⊂ Ω be a ball. The
unique function U ∈ C(Ω) defined by

(i) U = u for Ω\B;

(ii) U is harmonic on B,

is called the harmonic lifting of u in B.

2.5 Proposition The harmonic lifting U on B in Definition 2.4 is also subhar-
monic in Ω.

Proof Let B′ ⊂⊂ Ω be an arbitrary closed ball, and suppose that h ∈ C(B
′
) is

harmonic in B′, and U ≤ h on ∂B′. We have to show that also U ≤ h on B′.
First observe that since u is subharmonic U ≥ u so that certainly u ≤ h on ∂B′,
and hence u ≤ h on B′. Thus U ≤ h on B′\B, and also on the boundary ∂Ω′ of
Ω′ = B′ ∩B. But both U and h are harmonic in Ω′ = B′ ∩B, so by the maximum
principle for harmonic functions, U ≤ h on Ω′ = B′ ∩ B, and hence on the whole
of B′.

2.6 Proposition If u1, u2 ∈ C(Ω) are subharmonic, then u = max(u1, u2) ∈ C(Ω)
is also subharmonic.

Proof Exercise.

2.7 Definition A function u ∈ C(Ω) is called a subsolution for ϕ : ∂Ω → R if u is
subharmonic in Ω and u ≤ ϕ in ∂Ω. The definition of a supersolution is likewise.

2.8 Theorem For ϕ : ∂Ω → R bounded let Sϕ be the collection of all subsolutions,
and let

u(x) = sup
v∈Sϕ

v(x), x ∈ Ω.
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Then u ∈ C(Ω) is harmonic in Ω.

Proof Every subsolution is smaller then or equal to every supersolution. Since
sup∂Ω ϕ is a supersolution, it follows that u is well defined. Now fix y ∈ Ω and
choose a sequence of functions v1, v2, v3, . . . ∈ Sϕ such that vn(y) → u(y) as
n→∞. Because of Proposition 2.6 we may take this sequence to be nondecreasing
in C(Ω), and larger then or equal to inf∂Ω ϕ. Let B ⊂⊂ Ω be a ball with center
y, and let Vn be the harmonic lifting of vn on B. Then vn ≤ Vn ≤ u in Ω, and
Vn is also nondecreasing in C(Ω). By the Harnack Convergence Theorem, the
sequence Vn converges on every ball B′ ⊂⊂ B uniformly to a harmonic function
v ∈ C(B). Clearly v(y) = u(y) and v ≤ u in B. The proof will be complete if we
show that v ≡ u on B for then it follows that u is harmonic in a neighbourhood
of every point y in Ω. So suppose v 6≡ u on B. Then there exists z ∈ B such that
u(z) > v(z), and hence we can find u ∈ Sϕ such that v(z) < u(z) ≤ u(z). Define
wn = max(vn, u) and let Wn be the harmonic lifting of wn on B. Again it follows
that the sequence Wn converges on every ball B′ ⊂⊂ B uniformly to a harmonic
function w ∈ C(B), and clearly v ≤ w ≤ u in B, so v(y) = w(y) = u(y). But
v and w are both harmonic, so by the strong maximum principle for harmonic
functions they have to coincide. However, the construction above implies that
v(z) < u(z) ≤ w(z), a contradiction.

Next we look at the behaviour of the harmonic function u in Theorem 2.8 near
the boundary.

2.9 Definition Let x0 ∈ ∂Ω. A function w ∈ C(Ω) with w(x0) = 0 is called a
barrier function in x0 if w is superharmonic in Ω and w > 0 in Ω\{x0}.

2.10 Proposition Let u be as in Theorem 2.8, and let x0 ∈ ∂Ω, and suppose
there exists a barrier function w in x0. If ϕ is continuous in x0, then u(x) → ϕ(x0)
if x→ x0.

Proof The idea is to find a sub- and a supersolution of the form u± = ϕ(x0) ±
ε ± kw(x). Fix ε > 0 and let M = sup∂Ω |ϕ|. We first choose δ > 0 such that
|ϕ(x) − ϕ(x0)| < ε for all x ∈ ∂Ω with |x − x0| < δ, and then k > 0 such that
kw > 2M on Ω\Bδ(x0). Clearly then u− is a sub- and u+ is a supersolution, so
that ϕ(x0)− ε− kw(x) ≤ u(x) ≤ ϕ(x0) + ε+ kw(x) for all x ∈ Ω. Since ε > 0 was
arbitrary, this completes the proof.

2.11 Exercise Finish the proof of Theorem 2.1, and prove that the map

ϕ ∈ C(∂Ω) → u ∈ C(Ω)

is continuous with respect to the supremum norms in C(∂Ω) and C(Ω).
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2.12 Exercise Show that for a function u ∈ C(Ω) the following three statements
are equivalent:

(i) u is subharmonic in the sense of Definition 2.2;

(ii) for every nonnegative compactly supported function φ ∈ C2(Ω) the inequality∫
Ω

u∆φ ≥ 0

holds;

(iii) u satisfies the conclusion of the Mean Value Theorem, i.e. for every BR(y) ⊂⊂
Ω the inequality

u(y) ≤ 1
nωnRn−1

∫
∂BR(y)

u(x)dS(x)

holds.

Hint: In order to deal with (ii) show that it is equivalent to the existence of a
sequence (Ωn)∞n=1 of strictly increasing domains, and a corresponding sequence
of subharmonic functions (un)∞n=1 ∈ C∞(Ωn), with the property that for every
compact K ⊂ Ω there exists an integer N such that K ⊂ ΩN , and moreover, the
sequence (un)∞n=N converges uniformly to u on K.

Finally we formulate an optimal version of Theorem 2.1.

2.13 Theorem Let Ω be bounded and suppose that there exists a barrier function
in every point of ∂Ω. Then there exists for every ϕ ∈ C(∂Ω) exactly one harmonic
function u ∈ C(Ω) with u = ϕ on ∂Ω. The map ϕ ∈ C(∂Ω) → u ∈ C(Ω) is
continuous with respect to the supremum norm.

Proof Exercise.

3. Potential theory

We recall that the fundamental solution of Laplace’s equation is given by

Γ(x) = Γ(|x|) =


1
2π

log(|x|) if n = 2;

1
n(2− n)ωn

|x|2−n if n > 2,

and that the Newton potential of a bounded function f : Ω → R is defined by

w(x) =
∫

Ω

Γ(x− y)f(y)dy.
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Note that we have interchanged the role x and y in the previous section.

When n = 3, one can view w(x) as the gravitational potential of a body Ω with
density function f , that is, the gravitational field is proportional to −∇w(x). This
gradient is well defined because of the following theorem.

3.1 Theorem Let f ∈ L∞(Ω), Ω ⊂ Rn open and bounded, and let w(x) be the
Newton potential of f . Then w ∈ C1(Rn) and

∂w(x)
∂xi

=
∫

Ω

∂Γ(x− y)
∂xi

f(y)dy.

Proof First observe that

∂Γ(x− y)
∂xi

=
xi − yi

nωn|x− y|n
so that

∣∣∂Γ(x− y)
∂xi

∣∣ ≤ 1
nωn|x− y|n−1

.

Hence ∫
BR(y)

∣∣∂Γ(x− y)
∂xi

∣∣dx ≤ ∫
BR(y)

dx

nωn|x− y|n−1
=

∫
BR(0)

dx

nωn|x|n−1

=
∫ R

0

1
rn−1

rn−1dr = R <∞,

and
∂Γ(x− y)

∂xi
∈ L1(BR(y)) for all R > 0.

Thus the function

vi(x) =
∫

Ω

∂Γ(x− y)
∂xi

f(y)dy

is well defined for all x ∈ Rn.

Now let η ∈ C∞([0,∞)) satisfy
η(s) = 0 for 0 ≤ s ≤ 1;
0 ≤ η′(s) ≤ 2 for 1 ≤ s ≤ 2;
η(s) = 1 for s ≥ 2,

and define

wε(x) =
∫

Ω

Γ(x− y)η(
|x− y|
ε

)f(y)dy.
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Then the integrand is smooth in x, and its partial derivates of any order with
respect to x are also in L∞(Ω). Thus wε ∈ C∞(Rn) and

∂wε(x)
∂xi

=
∫

Ω

∂

∂xi

(
Γ(x− y)η(

|x− y|
ε

)f(y)
)
dy =

∫
Ω

∂Γ(x− y)
∂xi

η(
|x− y|
ε

)f(y)dy +
∫

Ω

Γ(x− y)η′(
|x− y|
ε

)
|xi − yi|
ε|x− y|

f(y)dy.

We have for n > 2, and for all x ∈ Rn, that∣∣∂wε(x)
∂xi

− vi(x)
∣∣ =

∣∣ ∫
Ω

∂Γ(x− y)
∂xi

(
η(
|x− y|
ε

)− 1
)
f(y)dy

+
∫

Ω

Γ(x− y)η′(
|x− y|
ε

)
xi − yi

ε|xi − yi|
f(y)dy

∣∣ ≤
‖f‖∞

{ ∫
|x−y|≤2ε

1
nωn|x− y|n−1

dy +
∫
|x−y|≤2ε

1
n(n− 2)ωn|x− y|n−2

2
ε
dy

}
= ‖f‖∞

{∫ 2ε

0

1
rn−1

rn−1dr +
∫ 2ε

0

1
(n− 2)rn−2

2
ε
rn−1dr

}
= ‖f‖∞

{
2ε+

1
n− 2

1
ε
(2ε)2

}
= ‖f‖∞

(
2 +

4
n− 2

)
ε,

so that
∂wε

∂xi
→ vi uniformly in Rn as ε ↓ 0.

Similarly one has

|wε(x)− w(x)| =
∣∣ ∫

Ω

Γ(x− y)
(
η(
|x− y|
ε

)− 1
)
f(y)dy

∣∣
≤ ‖f‖∞

∫ 2ε

0

1
(n− 2)rn−2

rn−1dr = ‖f‖∞
ε2

2(n− 2)
,

so that also wε → w uniformly on Rn as ε ↓ 0. This proves that ω, vi ∈ C(Rn),
and that vi = ∂w/∂xi. The proof for n = 2 is left as an exercise.

The next step would be to show that for f ∈ C(Ω), w ∈ C2(Ω) and ∆w = f .
Unfortunately this is not quite true in general. For a counterexample see Exercise
4.9 in [GT]. To establish w ∈ C2(Ω) we introduce the concept of Dini continuity.

3.2 Definition f : Ω → R is called (locally) Dini continuous in Ω, if for every
Ω′ ⊂⊂ Ω there exists a measurable function ϕ : R+ → R+ with∫ R

0

ϕ(r)
r

dr <∞ for all R > 0,
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such that
|f(x)− f(y)| ≤ ϕ(|x− y|)

for all x, y in Ω′. If the function ϕ can be chosen independent of Ω′, then f is
called uniformly Dini continuous in Ω.

3.3 Definition f : Ω → R is called (uniformly) Hölder continuous with exponent
α ∈ (0, 1] if f is (uniformly) Dini continuous with ϕ(r) = rα.

3.4 Theorem Let Ω be open and bounded, and let f ∈ L∞(Ω) be Dini continuous.
Then w ∈ C2(Ω), ∆w = f in Ω, and for every bounded open set Ω0 ⊃ Ω with
smooth boundary ∂Ω0,

∂2w(x)
∂xi∂xj

=
∫

Ω0

∂2Γ(x− y)
∂xi∂xj

(f(y)− f(x))dy − f(x)
∫

∂Ω0

∂Γ(x− y)
∂xi

νj(y)dS(y),

where ν = (ν1, ..., νn) is the outward normal on ∂Ω0, and f is assumed to be zero
on the complement of Ω.

Proof We give the proof for n ≥ 3. Note that

∂2Γ(x− y)
∂xi∂xj

=
1
nωn

|x− y|2∂ij − n(xi − yi)(xj − yj)
|x− y|n+2

,

so that ∣∣∂2Γ(x− y)
∂xi∂xj

∣∣ ≤ 1
ωn

1
|x− y|n

,

which is insufficient to establish integrability near the singularity y = x. Let

uij(x) =
∫

Ω0

∂2Γ(x− y)
∂xi∂xj

(f(y)− f(x))dy − f(x)
∫

∂Ω0

∂Γ(x− y)
∂xi

νj(y)dS(y).

Since f is Dini continuous, it is easy to see that uij(x) is well defined for every
x ∈ Ω, because the first integrand is dominated by

1
ωn

ϕ(r)
rn

and the second integrand is smooth. Now let

viε(x) =
∫

Ω

∂Γ(x− y)
∂xi

η
( |x− y|

ε

)
f(y)dy.

Then ∣∣viε(x)−
∂w(x)
∂xi

∣∣ =
∣∣ ∫

Ω

∂Γ(x− y)
∂xi

{
η
( |x− y|

ε

)
− 1

}
f(y)dy

∣∣
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≤ ‖f‖∞nωn

∫ 2ε

0

1
nωnrn−1

rn−1dr = 2‖f‖∞ε,

so that viε → ∂w/∂xi uniformly in Rn as ε ↓ 0. Extending f to Ω0 by f ≡ 0 in
Ωc, we find for x ∈ Ω, using the smoothness of (∂Γ/∂xi)ηf , that

∂viε(x)
∂xj

=
∫

Ω0

∂

∂xj

∂Γ(x− y)
∂xi

η
( |x− y|

ε

)
f(y)dy =

∫
Ω0

{f(y)− f(x)} ∂

∂xj

∂Γ(x− y)
∂xi

η
( |x− y|

ε

)
dy+

f(x)
∫

Ω0

∂

∂xj

∂Γ(x− y)
∂xi

η
( |x− y|

ε

)
dy =∫

Ω0

{f(y)− f(x)} ∂

∂xj

∂Γ(x− y)
∂xi

η
( |x− y|

ε

)
dx− f(x)

∫
∂Ω0

∂Γ(x− y)
∂xi

νj(y)dS(y),

provided 2ε < d(x, ∂Ω), so that

∣∣uij(x)−
∂viε(x)
∂xj

∣∣ =
∣∣ ∫

Ω0

{f(y)− f(x)} ∂

∂xj

(
1− η

( |x− y|
ε

))∂Γ(x− y)
∂xi

dy
∣∣ =

∣∣ ∫
Ω0

{∂
2Γ(x− y)
∂xi∂xj

(
1− η

( |x− y|
ε

))
− η′

( |x− y|
ε

) xj − yj

ε|x− y|
∂Γ(x− y)

∂xi
} ×

{f(y)− f(x)}dy
∣∣ ≤ ∫

|x−y|≤2ε

{ 1
ωn|x− y|n

+
2

εnωn|x− y|n−1
}ϕ(|x− y|)dy ≤

∫ 2ε

0

(
n

rn
+

2
εrn−1

)ϕ(r)rn−1dr ≤

n

∫ 2ε

0

ϕ(r)
r

dr + 2
∫ 2ε

0

r

ε

ϕ(r)
r

dr ≤ (n+ 2)
∫ 2ε

0

ϕ(r)
r

dr,

implying
∂viε

∂xj
→ uij as ε ↓ 0,

uniformly on compact subsets of Ω. This gives vi ∈ C1(Ω) and

uij(x) =
∂vi(x)
∂xj

=
∂2w(x)
∂xi∂xj

.

It remains to show that ∆w = f . Fix x ∈ Ω and let Ω0 = BR(x) ⊃ Ω. Then

∆w(x) =
n∑

i=1

uii(x) =
n∑

i=1

∂2w(x)
∂x2

i

= −f(x)
n∑

i=1

∫
∂BR(x)

∂Γ(x− y)
∂xi

νi(y)dS(y) =
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f(x)
∫

∂BR(x)

n∑
i=1

∂Γ(x− y)
∂yi

νi(y)dS(y) = f(x)
∫

∂BR(0)

∂Γ
∂ν
dS =

f(x)nωnR
n−1 1

nωnRn−1
= f(x),

and this completes the proof.

3.5 Definition Let f be locally integrable on Ω. A function u ∈ C(Ω) is called
a weak C0-solution of ∆u = f in Ω if, for every compactly supported ψ ∈ C2(Ω),
the equality ∫

Ω

u∆ψ =
∫

Ω

ψf

holds.

3.6 Exercise Let f ∈ C(Ω), and let w ∈ C1(Rn) be the Newton potential of f .
Show that w is a weak C0-solution of ∆u = f in Ω, and that the map

f ∈ C(Ω) → w ∈ C(Ω)

is compact with respect to the supremum norm in C(Ω).

4. Existence results; the method of sub- and supersolutions

We begin with some existence results which follow from the previous results. The
first one combines the results of Perron’s method (Theorem 2.1 and Exercise 2.13)
with the continuity of the second derivatives of the Newton potential of a Dini
continuous function (Theorem 3.4).

4.1 Theorem Let Ω be bounded and suppose that there exists a barrier function
in every point of ∂Ω. Then the problem{

∆u = f in Ω;
u = ϕ on ∂Ω,

has a unique classical solution u ∈ C2(Ω)∩C(Ω) for every bounded Dini continuous
f ∈ C(Ω) and for every ϕ ∈ C(∂Ω).

Proof Exercise (hint: write u = ũ+ w, where w is the Newton potential of f).

The previous theorem gives a classical solution u ∈ C2(Ω) ∩ C(Ω). We recall
that for f locally integrable on Ω, the function u ∈ C(Ω) is called a weak C0-
solution of ∆u = f in Ω if, for every compactly supported ψ ∈ C2(Ω), the equality
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∫
u∆ψ =

∫
ψf holds. The next theorem combines Perron’s method with Exercise

3.5.

4.2 Theorem Let Ω be bounded and suppose that there exists a barrier function
in every point of ∂Ω. Then the problem{

∆u = f in Ω;
u = 0 on ∂Ω,

has a unique weak C0-solution for every f ∈ C(Ω). The map

f ∈ C(Ω) → u ∈ C(Ω)

is compact with respect to the supremum norm in C(Ω).

Proof Exercise.

4.3 Exercise Compute the solution of{
∆u = −1 in Ω;
u = 0 on ∂Ω,

in the case that
Ω = Ωε,R = {x ∈ Rn : ε < |x| < R}.

4.4 Exercise Let Ω be bounded and suppose that for some ε > 0 the exterior ball
condition is satisfied at every point of ∂Ω by means of a ball with radius r ≥ ε.
For f ∈ C(Ω) let u be the unique weak C0-solution of{

∆u = f in Ω;
u = 0 on ∂Ω.

Prove that
|u(x)| ≤ C||f ||∞dist(x, ∂Ω),

where C is a constant which depends only on ε and the diameter of Ω.

The concept of weak solutions allows one to obtain existence results for semilinear
problems without going into the details of linear regularity theory, which we shall
discuss later on in this course. We consider the problem

(D)

{
∆u = f(x, u) in Ω;
u = 0 on ∂Ω,
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where f : R× Ω → R is continuous.

4.5 Definition A function u ∈ C(Ω) is called a weak C0-subsolution of (D), if
u ≤ 0 on ∂Ω, and if for every compactly supported nonnegative ψ ∈ C2(Ω), the
equality ∫

Ω

u∆ψ ≥
∫

Ω

ψf(x, u(x))dx

holds. A C0-supersolution u is defined likewise, but with reversed inequalities.
A function u which is both a C0-subsolution and a C0-supersolution, is called a
C0-solution of (D).

4.6 Theorem Let Ω be bounded and suppose that there exists a barrier function
in every point of ∂Ω. Let f : R×Ω → R be continuous. Suppose that Problem (D)
admits a C0-subsolution u and a C0-supersolution u, satisfying u ≤ u in Ω. Then
Problem (D) has at least one C0-solution u with the property that u ≤ u ≤ u.

Sketch of the proof The proof is due to Clement and Sweers and relies on an
application of Schauder’s fixed point theorem. Let

[u, u] = {u ∈ C(Ω) : u ≤ u ≤ u}.

In order to define the map T we first replace f by f∗ defined by f∗(x, s) = f(x, s)
for u(x) ≤ s ≤ u(x), f∗(x, s) = f(x, u(x)) for s ≥ u(x), and f∗(x, s) = f(x, u(x))
for s ≤ u(x). It then follows from the maximum principle that every solution for
the problem with f∗ must belong to [u, u]. Writing f for f∗ again, the map T is
now defined by T (v) = u, where u is the weak C0-solution of the problem{

∆u = f(x, v(x)) in Ω;
u = 0 on ∂Ω.

Let e ∈ C2(Ω) be the (positive) solution of{
∆e = −1 in Ω;
e = 0 on ∂Ω.

Then e is bounded in Ω by some constant M . We introduce the set

Ak = {u ∈ C(Ω) : |u(x)| ≤ ke(x) ∀x ∈ Ω}.

From the maximum principle it follows again that T : Ak → Ak is well defined,
provided k is larger then the supremum of f = f∗. The compactness of T follows
from Theorem 4.2. Hence there exists a fixed point, which is the solution we seek.
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4.7 Exercise Fill in the details of the proof.

4.8 Exercise Prove the existence of a positive weak solution in the case that
f(u) = −uβ(1− u) with 0 < β < 1.

4.9 Exercise Prove the existence of a positive weak solution in the case that
f(u) = −uβ with 0 < β < 1.

5. Classical maximum principles for elliptic equations

In this section we replace the Laplacian ∆ by the operator L, defined by

Lu =
n∑

i,j=1

aij
∂2u

∂xi∂xj
+

n∑
i=1

bi
∂u

∂xi
+ cu. (5.1)

Here the coefficients a(x), b(x) and c(x) are continuous functions of x ∈ Ω, and u
is taken in C2(Ω). It is no restriction to assume that aij(x) = aji(x) for all x ∈ Ω.
The matrix

A(x) =
(
aij(x)

)
i,j=1,...,N

=

 a11(x) · · · a1N (x)
...

...
aN1(x) · · · aNN (x)


is symmetric and defines a quadratic form on Rn for every x ∈ Ω. Denoting the
elements of Rn by ξ = (ξ1, ..., ξn), this form is given by

(A(x)ξ, ξ) =
n∑

i,j=1

aij(x)ξiξj . (5.2)

Note that A(x), being a symmetric matrix, has exactly N real eigenvalues λ1(x) ≤
... ≤ λN (x) (counted with multiplicity), corresponding to an orthonormal basis of
eigenvectors.

5.1 Definition The operator L is called elliptic in x0 ∈ Ω if

(A(x0)ξ, ξ) > 0 ∀ ξ ∈ Rn, ξ 6= 0,

i.e. if the quadratic form is positive definite in x0.

If L is elliptic at x0, there exist numbers 0 < λ(x0) ≤ Λ(x0) such that λ(x0)|ξ|2 ≤
(A(x0))ξ, ξ) ≤ Λ(x0)|ξ|2 for all ξ ∈ Rn, and it is easy to see that 0 < λ(x0) =
λ1(x0) ≤ λN (x0) = Λ(x0).
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5.2 Definition The operator L is called uniformly elliptic in Ω if there exist
numbers 0 < λ ≤ Λ <∞, independent of x ∈ Ω, such that

λ|ξ|2 ≤ (A(x)ξ, ξ) ≤ Λ|ξ|2 ∀x ∈ Ω ∀ξ ∈ Rn.

To check the uniform elipticity of a given operator L of the form (5.1), it is sufficient
to check that all the eigenvalues of the matrix A(x) are positive, and bounded
away from zero and infinity uniformly for x ∈ Ω. Throughout this section we shall
assume that this is always so, and that for some fixed number b0 > 0,

|bi(x)| ≤ b0 ∀x ∈ Ω, ∀i = 1, ..., N. (5.3)

In many ways uniformly elliptic operators resemble the Laplacian.

5.3 Theorem (weak maximum principle) Let Ω ⊂ Rn be a bounded domain, and
let L be uniformly elliptic with bounded continuous coefficients, and c ≡ 0 on Ω.
Suppose that for some u ∈ C2(Ω) ∩ C(Ω),

Lu ≥ 0 in Ω.

Then
sup
Ω
u = max

Ω
u = max

∂Ω
u.

Proof First we assume that Lu > 0 in Ω and that u achieves a maximum in
x0 ∈ Ω. Then ∇u(x0) = 0, and the Hessian of u in x0,

(Hu)(x0) =
(

∂2u

∂xi∂xj
(x0)

)
i,j=1,...,N

,

is negative semi-definite, i.e.

n∑
i,j=1

∂2u

∂xi∂xj
(x0)ξiξj ≤ 0 ∀ξ = (ξ1, ..., ξN ) ∈ Rn.

We claim that consequently

(Lu)(x0) =
n∑

i,j=1

aij(x0)
∂2u

∂xi∂xj
(x0) ≤ 0,

contradicting the assumption. This claim follows from a lemma from linear algebra
which we state without proof.
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5.4 Lemma Let A = (aij) and B = (bij) be two positive semi-definite matrices,
i.e.

n∑
i,j=1

aijξiξj ≥ 0 and
n∑

i,j=1

bijξiξj ≥ 0,

for all ξ = (ξ1, ..., ξN ) ∈ Rn. Then

n∑
i,j=1

aij bij ≥ 0.

We continue with the proof of Theorem 5.3. Suppose Lu ≥ 0 in Ω, and let

v(x) = eγx1 , γ > 0.

Then
(Lv)(x) = (a11γ

2 + γb1)eγx1 ≥ γ(λγ − b0)eγx1 > 0,

if γ > b0/λ. Hence, by the first part of the proof, we have for all ε > 0 that

sup
Ω

(u+ εv) = max
∂Ω

(u+ εv).

Letting ε ↓ 0 completes the proof.

5.5 Theorem Let Ω ⊂ Rn be a bounded domain, and let L be uniformly elliptic
with bounded continuous coefficients, and c ≤ 0 on Ω. Suppose that for some
u ∈ C2(Ω) ∩ C(Ω),

Lu ≥ 0 in Ω.

Then
sup
Ω
u = max

Ω
u ≤ max

∂Ω
u+,

where u+ = max(u, 0) denotes the positive part of u.

Proof Let Ω+ = {x ∈ Ω : u(x) > 0}. If Ω+ = ∅ there is nothing to prove. Assume
Ω+ 6= ∅. For every component Ω+

0 of Ω+ we have

u = 0 on ∂Ω+
0 \ ∂Ω,

so
max
∂Ω+

0

u ≤ max
∂Ω

u+.

Define the operator L0 by
L0u = Lu− cu.
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Then L0u ≥ Lu in Ω+
0 and by Theorem 5.3

sup
Ω+

0

u = max
Ω+

0

u = max
∂Ω+

0

u ≤ max
∂Ω

u+,

and this holds for every component of Ω+.

5.6 Corollary Let Ω, u and L be as in Theorem 5.5. If

Lu = 0 in Ω,

then
sup
Ω
|u| = max

Ω
|u| = max

∂Ω
|u|.

Proof Exercise.

5.7 Definition u ∈ C2(Ω) is called a subsolution of the equation Lu = 0 if Lu ≥ 0
in Ω, and a supersolution if Lu ≤ 0.

5.8 Corollary Let Ω and L be as in Theorem 5.5, and assume that u ∈ C2(Ω) ∩
C(Ω) is a subsolution and u ∈ C2(Ω) ∩ C(Ω) a supersolution. Then u ≤ u on ∂Ω
implies u ≤ u on Ω. (Comparison principle)

Proof Exercise.

5.9 Corollary For f ∈ C(Ω), ϕ ∈ C(∂Ω),Ω and L as in Theorem 5.5, the problem{
Lu = f in Ω
u = ϕ on ∂Ω

has atmost one solution in C2(Ω) ∩ C(Ω).

Proof Exercise.

What we have done so far is based on the weak maximum principle. As in the
case of the Laplacian, we shall also prove a strong maximum principle. We recall
that Ω is said to satisfy a interior ball condition at x0 ∈ ∂Ω if there exists a ball
B ⊂ Ω such that B ∩ ∂Ω = {x0}.

5.10 Theorem (Boundary Point Lemma) Let Ω and L be as in Theorem 5.5, let
x0 ∈ ∂Ω be a point where the interior ball condition is satisfied by means of a ball
B = BR(y), and u ∈ C2(Ω) ∩ C(Ω ∪ {x0}). Suppose that

Lu ≥ 0 in Ω and u(x) < u(x0) ∀x ∈ Ω,

26



Then, if u(x0) ≥ 0, we have

lim inf
x→x0
x∈Sδ

u(x0)− u(x)
|x− x0|

> 0 for all δ > 0,

where
Sδ = {x ∈ Ω : (y − x0, x− x0) ≥ δR|x− x0|}.

For c ≡ 0 in Ω the same conclusion holds if u(x0) < 0, and if u(x0) = 0 the sign
condition on c may be omitted. N.B. If the outward normal ν on ∂Ω and the
normal derivative ∂u

∂ν exist in x0, then ∂u
∂ν (x0) > 0.

Proof Choose ρ ∈ (0, R) and let A = BR(y)\Bρ(y). For x ∈ A we define

v(x) = e−αr2
− e−αR2

, r = |x− y|,

where α > 0 is to be specified later on. Then

∂v

∂xi
(x) = −2αe−αr2

(xi − yi),

∂2v

∂xi∂xj
(x) = 4α2e−αr2

(xi − yi)(xj − yj)− 2αe−αr2
δij ,

where δij = 1 for i = j and δij = 0 for i 6= j, so

(Lv)(x) = e−αr2
{ N∑

i,j=1

4α2(xi − yi)(xj − yj)aij(x)

−
N∑

i=1

2α(aii(x) + bi(x)(xi − yi)) + c(x)
}
− c(x)e−αR2

.

Hence, if c is nonpositive, by definition 5.2 and (5.3),

(Lv)(x) ≥ e−αr2
{

4a2λr2 − 2α(NΛ +Nb0r) + c
}
≥ 0 in A,

provided α is chosen sufficiently large.

Now let
wε(x) = u(x0)− εv(x) x ∈ A, ε > 0.

Then

(Lwε)(x) = −ε(Lv)(x) + c(x)u(x0) ≤ −ε(Lv)(x) ≤ 0 ≤ Lu(x) ∀x ∈ A,
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if c(x)u(x0) ≤ 0 for all x ∈ Ω. Because u(x) < u(x0) ∀x ∈ ∂Bρ(y) we can choose
ε > 0 such that

wε(x) = u(x0)− εv(x) ≥ u(x) ∀x ∈ ∂Bρ(y),

while for x ∈ ∂BR(y)

wε(x) = u(x0)− εv(x) = u(x0) ≥ u(x).

Hence {
Lwε ≤ Lu in A

wε ≥ u on ∂A,

so that by the comparison principle (Corollary 5.8) u ≤ wε in A, whence

u(x0)− u(x) ≥ εv(x) ∀x ∈ A.

Since
∇v(x0) = 2αe−αr2

(y − x0),

this completes the proof for the case that c ≤ 0 and u(x0) ≥ 0. Clearly the case
c ≡ 0 and u(x0) arbitrary is also covered by this proof. Finally, if c is allowed to
change sign, and u(x0) = 0, we replace L by L̂u = Lu− c+u.

5.11 Theorem (Strong Maximum Principle, Hopf) Let Ω and L be as in Theorem
5.5 and let u ∈ C2(Ω) satisfy

Lu ≥ 0 in Ω.

(i) If c ≡ 0 in Ω then u cannot have a global maximum in Ω, unless u is constant.

(ii) If c ≤ 0 in Ω then u cannot have a global nonnegative maximum in Ω, unless
u is constant.

(iii) If u has a global maximum zero in Ω, then u is identically equal to zero in Ω.

Proof Suppose u(y0) = M and u(x) ≤M for all x ∈ Ω. Let

Ω− = {x ∈ Ω;u(x) < M},

and assume that Ω− 6= ∅. Then ∂Ω− ∩ Ω 6= ∅, so there exists y ∈ Ω− with
d(y, ∂Ω−) < d(y, ∂Ω). Hence we may choose a maximal R > 0 such that BR(y) ⊂
Ω−, and on ∂BR(y) ⊂ Ω there must be a point x0 where u(x0) = M . In view
of the boundary point lemma we have ∇u(x0) 6= 0, contradicting the assumption
that M is a global maximum.
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5.12 Corollary Let Ω and L be as in Theorem 5.5 and let u ∈ C2(Ω) satisfy

Lu = 0 in Ω.

(i) If c ≡ 0 in Ω then u cannot have a global extremum in Ω, unless u is constant.

(ii) If c ≤ 0 in Ω then |u| cannot have a global maximum in Ω, unless u is constant.

5.13 Theorem (a priori estimate) Let L and Ω be as in Theorem 5.5, u ∈ C2(Ω)∩
C(Ω) and f ∈ C(Ω). If

Lu ≥ f in Ω,

then
sup
Ω
u = max

Ω
u ≤ max

∂Ω
u+ + C sup

Ω
|f−|,

where C is a constant only depending on λ, b0, the diameter of Ω.

Proof We may assume that

Ω ⊂ {x ∈ Rn; 0 < x1 < d}.

Let L0 be defined by L0u = Lu − cu. For x ∈ Ω and α a positive parameter we
have

L0e
αx1 = (α2a11 + αb1)eαx1 ≥ (λα2 − b0α)eαx1 = λα(α− b0

λ
)eαx1 ≥ λ,

if α = b0
λ + 1. Now define v(x) by

v = max
∂Ω

u+ +
1
λ

(eαd − eαx1) sup
Ω
|f−|.

Then
Lv = L0v + cv ≤ − sup

Ω
|f−|,

so
L(v − u) ≤ −(sup

Ω
|f−|+ f) ≤ 0 in Ω.

Clearly v−u ≥ 0 on ∂Ω, whence, by the weak maximum principle, v−u ≥ 0, and

u ≤ max
∂Ω

u+ +
1
λ
eαd sup

Ω
|f−| in Ω.

5.14 Corollary In the same situation, if Lu = f , then

sup
Ω
|u| = max

Ω
|u| ≤ max

∂Ω
|u|+ C sup

Ω
|f |.
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Another important consequence of the strong maximum principle is what is widely
known as Serrin’s sweeping principle, which is very useful in the study of semilinear
elliptic equations of the form

Lu+ f(x, u) = 0.

5.15 Theorem (Serrin’s sweeping principle) Let L and Ω be as in Theorem 5.5,
and suppose that f : Ω × R → R is continuous, and has a continuous partial
derivative fu, which is locally bounded in u ∈ R, uniformly in x ∈ Ω. Suppose
that there exists a family (of supersolutions) {uλ, λ ∈ [0, 1]} ⊂ C2(Ω)∩C(Ω), with
uλ varying continuously with λ in the sense that the map λ ∈ [0, 1] → uλ ∈ C(Ω)
is continuous. Suppose also that, for all λ ∈ [0, 1],

Luλ + f(x, uλ) ≤ 0 in Ω, and uλ > 0 on ∂Ω,

and that there exists a (subsolution) u ∈ C2(Ω) ∩ C(Ω), with

Lu+ f(x, u) ≥ 0 in Ω, and u ≤ 0 on ∂Ω.

Then, if u ≤ uλ in Ω for some λ = λ0 ∈ [0, 1], it follows that u < uλ in Ω for all
λ ∈ [0, 1].

Proof We first prove the statement for λ = λ0. Assume it is false. In view of the
assumptions this means that the function w = uλ − u has a global maximum zero
in some interior point of Ω. But w is easily seen to satisfy the equation

Lw + cλ(x)w ≤ 0 in Ω,

with

cλ(x) =
∫ 1

0

fu(x, suλ(x) + (1− s)u(x))ds,

which is a bounded continuous function in Ω. By Theorem 5.11(iii), it follows that
w is identically equal to zero, a contradiction. Thus the statement is proved for
λ = λ0.

Next vary λ starting at λ = λ0. As long as u < uλ there is nothing to prove,
the only thing that can go wrong is, that for some λ = λ1, with |λ1 − λ0| chosen
minimal, uλ touches u again from below. But this is ruled out by the same
argument as above.

6. More regularity, Schauder’s theory for general elliptic operators

We have seen that in order to obtain solutions with continuous second order deriva-
tives, continuity of the right hand side was not sufficient. This goes back to Theo-
rem 3.4, which asks for a modulus of continuity without returning one. In order to
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extend existence results for the Laplacian to more general operators, it is necessary
to fill this gap. We shall prove in detail that the Newton potential of a Hölder
continuous function has Hölder continuous second order derivatives. The proofs
of the consequences of this result are only sketched.

Here and from now on, unless stated otherwise, Ω is a bounded domain. For
f : Ω → R and 0 < α < 1 define the dimensionless seminorm

[f ]α = [f ]α,Ω = dα sup
x,y∈Ω,x 6=y

|f(x)− f(y)|
|x− y|α

,

where d is the diameter of Ω, and let

Cα(Ω) = {f : Ω → R, [f ]α <∞}.

This space is a Banach space with respect to the norm

||f ||α = ||f ||α,Ω = ||f ||0,Ω + [f ]α.

where
||f ||0,Ω = sup

x∈Ω
|f(x)|.

The set of functions which are in Cα(Ω
′
) for every subdomain Ω′ ⊂⊂ Ω is denoted

by Cα(Ω). Note that this is only a vector space. We also define the seminorms

[f ]1,Ω = d sup
x∈Ω,i=1,...,n

|∂f(x)
∂xi

|; [f ]2,Ω = d2 sup
x∈Ω,i,j=1,...,n

| ∂
2f(x)
∂xi∂xj

|;

[f ]2,α,Ω = d2 sup
i,j=1,...,n

[
∂2f

∂xi∂xj
]α,Ω.

and the norm

||f ||2,α,Ω = ||f ||0,Ω + [f ]1,Ω + [f ]2,Ω + [f ]2,α,Ω.

The space of all functions with second derivatives in Cα(Ω) for which the latter
norm is finite is the Banach space C2,α(Ω). Again the vector space of functions
for which this is only valid on subdomains Ω′ ⊂⊂ Ω is denoted by C2,α(Ω).

6.1 Theorem Let f ∈ Cα(B2R). Then the Newton potential w of f belongs to
Cα(BR), and there exists a constant C(n, α), such that

|| ∂2w

∂xi∂xj
||α,BR

≤ C(n, α)||f ||α,B2R
.
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Proof We recall (Theorem 3.4) that

∂2w(x)
∂xi∂xj

=
∫

B2R

∂2Γ(x− y)
∂xi∂xj

(f(y)− f(x))dy − f(x)
∫

∂B2R

∂Γ(x− y)
∂xi

νj(y)dS(y),

(6.1)
and that the derivatives of Γ satisfy

∣∣∂Γ(x− y)
∂xi

∣∣ ≤ 1
nωn|x− y|n−1

,
∣∣∂2Γ(x− y)
∂xi∂xj

∣∣ ≤ 1
ωn

1
|x− y|n

.

For x ∈ BR we now first estimate

∣∣∂2w(x)
∂xi∂xj

∣∣ ≤ [f ]α,B2R

(4R)α

∫
B2R

1
ωn
|x− y|α−ndy + |f(x)|

∫
∂B2R

1
nωn

|x− y|1−ndS(y)

≤ n

α
(
3
4
)α[f ]α,B2R

+ 2n−1|f(x)| ≤ max(
n

α
(
3
4
)α, 2n−1)||f ||α,B2R

. (6.2)

To get a similar estimate for the Hölder seminorm is a bit more complicated. We
begin with formula (6.1) for two values of x in BR, say x and x̄. Subtraction yields

∂2w(x)
∂xi∂xj

− ∂2w(x̄)
∂xi∂xj

= J1 + J2 + J3 + J4 + J5 + J6,

where, writing

δ = |x− x̄|, ξ =
x+ x̄

2
,

J1 = f(x)
∫

∂B2R

(∂Γ(x− y)
∂xi

− ∂Γ(x̄− y)
∂xi

)
νj(y)dS(y),

J2 = (f(x)− f(x̄))
∫

∂B2R

∂Γ(x̄− y)
∂xi

νj(y)dS(y),

J3 =
∫

Bδ(ξ)

∂2Γ(x− y)
∂xi∂xj

(f(x)− f(y))dy,

J4 =
∫

Bδ(ξ)

∂2Γ(x̄− y)
∂xi∂xj

(f(y)− f(x̄))dy,

J5 = (f(x)− f(x̄))
∫

B2R−Bδ(ξ)

∂2Γ(x− y)
∂xi∂xj

dy,

and

J6 =
∫

B2R−Bδ(ξ)

(∂2Γ(x− y)
∂xi∂xj

− ∂2Γ(x̄− y)
∂xi∂xj

)
(f(x̄)− f(y))dy.
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Next we estimate each of these six integrals by a constant times

[f ]α,B2R

( δ

2R
)α
.

This will complete the proof.

Observe that by the mean value theorem there exists a x̂ between x and x̄ such
that

J1 = f(x)
∫

∂B2R

(
∇∂Γ(x̂− y)

∂xi
, x− x̄

)
νj(y)dS(y),

whence
|J1| ≤ |f(x)||x− x̄|

∫
∂B2R

n

ωn
|x̂− y|−NdS(y)

≤ |f(x)| |x− x̄|
2R

n22n ≤ n22n[f ]α,B2R

( δ

2R
)α
.

For J2 we have, as in the first part of the proof, that

|J2| ≤ |f(x)− f(x̄)|2n−1 ≤ 2n−1[f ]α
( δ

2R
)α
.

Next for J3,

|J3| ≤ [f ]α,B2R
(4R)−α

∫
Bδ(ξ)

1
ωn
|x− y|α−ndy ≤

[f ]α,B2R
(4R)−α

∫
B 3δ

2
(x)

1
ωn
|x− y|α−ndy = [f ]α,B2R

(
3
4
)α n

α

( δ

2R
)α
,

and likewise, for J4,

|J3| ≤ [f ]α,B2R
(
3
4
)α n

α

( δ

2R
)α
.

For J5 we have, using Green’s formula,

J5 = (f(x)− f(x̄))
(∫

∂B2R

∂Γ(x− y)
∂xi

νj(y)dS(y)−
∫

∂Bδ(ξ)

∂Γ(x− y)
∂xi

νj(y)dS(y)
)
,

so that, exactly as in the estimate for J2,

|J5| ≤ 2|f(x)− f(x̄)|2n−1 ≤ 2n[f ]α
( δ

2R
)α
.

Finally, for J6, applying the mean value theorem again, for some x̂ between x and
x̄,

J6 =
∫

B2R−Bδ(ξ)

(
∇∂

2Γ(x̂− y)
∂xi∂xj

, x− x̄
)
(f(x̄)− f(y))dy,
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so that

|J6| ≤ c(n, α)|x− x̄|
∫

B2R−Bδ(ξ)

|f(x̄)− f(y)|
|x̂− y|n+1

dy ≤

c(n, α)|x− x̄|[f ]α,B2R
(4R)−α

∫
|y−ξ|>δ

|x̄− y|α

|x̂− y|n+1
dy ≤

c(n, α)δ[f ]α,B2R
(4R)−α(

3
2
)α2n+1

∫
|y−ξ|>δ

|ξ − y|α−n−1dy =

c(n, α)
1− α

nωnδ[f ]α,B2R
(
3
4
)α2n+1

( δ

2R
)α
.

6.2. Corollary If u ∈ C2(Rn) has compact support and f = ∆u then u ∈
C2,α(Rn), and, if the support of u is contained in a ball B with radius R,

|| ∂2u

∂xi∂xj
||α,B ≤ C(n, α)||f ||α,B ; || ∂u

∂xi
||0,B ≤ C(n)R2||f ||0,B .

Proof Exercise: use the fact that u in this case is the Newton potential of f . The
first estimate follows from Theorem 6.1, the second from Theorem 3.1.

6.3 Corollary If f ∈ Cα(Ω) and u ∈ C2(Ω) is a solution of ∆u = f in Ω, then
for every ball B2R(x0) ⊂⊂ Ω the following estimate holds true.

||u||2,α,BR(x0) ≤ C(n, α)
(
||u||0,B2R(x0) +R2||f ||α,B2R(x0)

)
.

Proof Write u = v + w where w is the Newton potential of f on B2R. For w
the estimate follows from the previous results in this section. For (the harmonic
function) v the estimates follow from Corollary 1.16 combined with Exercise 1.22.

So far the estimates give no information about the behaviour near the boundary.
To improve on this we introduce new norms. Let

dx = inf
z∈∂Ω

|x− z|; dx,y = min(dx, dy),

write D for a general partial derivative, and |D| for its order. Define

[f ]∗k,Ω = [f ]∗k,0,Ω = sup
x∈Ω,|D|=k

dk
x|Df(x)|; ||f ||∗k,Ω = ||f ||∗k,0,Ω =

k∑
j=0

[f ]∗j,Ω,
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and

[f ]∗k,α,Ω = sup
x6=y∈Ω,|D|=k

dk+α
x,y

|Df(x)−Df(y)|
|x− y|α

; ||f ||∗k,α,Ω = ||f ||∗k,Ω + [f ]∗k,α,Ω.

and finally

||f ||(k)
α,Ω = sup

x∈Ω
dk

x|f(x)|+ sup
x6=y∈Ω

dk+α
x,y

|f(x)− f(y)|
|x− y|α

.

We shall not introduce the corresponding spaces. Whenever we write these norms,
it is understood that they may be infinite.

6.4. Theorem For u ∈ C2(Ω) and f ∈ Cα(Ω) satisfying ∆u = f we have
u ∈ C2,α(Ω) and

||u||∗2,α,Ω ≤ C(n, α)
(
||u||0,Ω + ||f ||(2)α,Ω

)
.

Proof Apply the previous estimates to balls with center x and radius dx/3.

The previous theorem gives information about the behaviour near the boundary.
Next we look at the behaviour at the boundary. First we take very simple bound-
aries and formulate a variant of Theorem 6.1 for the intersection of a ball and a
half space. We use the notation Ω+ = {x ∈ Ω : xn > 0}.

6.5 Theorem Let BR be a ball with center lying in (Rn)+. Then Theorem 6.1
holds true with BR and B2R replaced by B+

R and B+
2R respectively.

Proof Identical to the proof of Theorem 6.1 if i and j are not both equal to n.
Note that on the flat part of the boundary all components of ν are zero except for
νn. Finally

∂2w

∂x2
n

= f −
n−1∑
j=1

∂2w

∂x2
j

,

so the estimate for the left hand side follows from the estimates for the terms on
the right hand side. This completes the proof.

6.6 Theorem The estimate in Corollary 6.3 remains true if we replace BR and
B2R by B+

R and B+
2R respectively, and assume that u = 0 at xn = 0.

Proof Write u = v + w̃, where

w̃(x) =
∫

B2R

(Γ(x− y)− Γ(x̄− y))f(y)dy.
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Here x̄ denotes the reflection of x in {xn = 0}. Note that G(x, y) = Γ(x −
y) − Γ(x̄ − y) is really the Green’s function for ∆u = f on the half space with
Dirichlet boundary data on {xn = 0}. Using also the Schwarz reflection principle
for harmonic functions (Exercise 1.23), the proof is then similar to the proof of
Corollary 6.3.

6.7 Theorem Replacing Ω by Ω+ and assuming u = 0 and u and f continuous at
xn = 0, the estimate in Theorem 6.4 remains valid, if in the definition of dx and
dx,y the boundary ∂Ω is replaced by (∂Ω)+.

In other words, this theorem gives Hölder continuity of the second derivatives up to
flat parts of the boundary. Using local coordinate transformations, this estimate
upto the boundary can be extended to boundaries which are locally the graph
of a C2,α-function, and thereby obtaining the solvability of the Dirichlet problem
for ∆u = f in C2,α(Ω) if f ∈ Cα(Ω). Note however that the Laplacian is not
invariant under such a transformation, so this is far from straightforward. For the
ball however this result can be obtained directly.

6.8 Theorem Let u ∈ C2(B)∩C(Ω) be a solution of ∆u = f in B with u = 0 on
∂B. Then u ∈ C2,α(B) if f ∈ Cα(B).

Proof We may assume that 0 ∈ ∂B and that B ⊂ (Rn)+. Then

x→ x∗ =
x

|x|2

is a bijection between B and B∗ = {xn > 1
2R}, which has a flat boundary. The

function v(x) = x2−nv(x∗) satisfies

∆v(x) = |x|−(n+2)f(
x

|x|2
).

Thus the previous results apply.

The results so far are a starting point for obtaining existence results for more
general elliptic boundary value problems. We consider

(D)

{
Lu = f in Ω;
u = ϕ on ∂Ω,

where

L =
n∑

i,j=1

aij
∂2

∂xi∂xj
+

n∑
i=1

bi
∂

∂xi
+ c
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is an elliptic operator, and f and ϕ are given functions. We shall use the method
of continuity to obtain an existence result for general L from the results in the
case L = ∆. From now on the domains under consideration are assumed to be
bounded with

∂Ω ∈ C2,α.

We shall make the following assumptions on L.

H1. The functions aij , bi, and c belong to Cα(Ω). (Thus their norms in this space
are majorized by a fixed number Λ.)

H2. L is uniformly elliptic, i.e.

∃λ > 0 :
n∑

i,j=1

ai,j(x)ξiξj ≥ λ|ξ|2 ∀x ∈ Ω ∀ξ ∈ Rn,

and c ≤ 0 in Ω. Also aij = aji.

Until the end of this section we shall say that Ω is α-regular, if, in the case that
L = ∆, problem (D) with ϕ = 0 has a (unique) solution u ∈ C2,α(Ω) for every
f ∈ Cα(Ω). At the end of this section every bounded domain with ∂Ω ∈ C2,α will
turn out to have this property.

Next we consider the operator L as a bounded linear operator

L : V = {u ∈ C2,α(Ω) : u = 0 on ∂Ω} → W = Cα(Ω).

Note that we restrict our attention to the case of zero boundary data. For boundary
data given by a function ϕ ∈ C2,α(Ω) the general case reduces to the case ϕ = 0
by considering u− ϕ as new unknown. If the estimate

||u||V ≤ C||tLu+ (1− t)∆u||W ∀u ∈ V ∀t ∈ [0, 1]

holds, the method of continuity (Theorem A.12) yields that L : V →W is invert-
ible if and only if ∆ : V → W is invertible. We have already seen that for balls
the latter is indeed true. By proving the estimate we then obtain the invertibility
for L, and hence the solvability of the Dirichlet problem for L on balls in the class
C2,α(B). Finally we extend this result to more general domains by using Perron’s
method, with ∆ replaced by L. Crucial however is the estimate ||u||V ≤ ||Lu||W ,
which follows from the Schauder estimates given below. These estimates are given
for one fixed operator L, but applied to Lt it is easy to see that the constants can
be taken independent of t ∈ [0, 1].

6.9. Theorem (Schauder estimate) Let Ω be a bounded domain with boundary
∂Ω ∈ C2,α. Then the following estimate holds for solutions u ∈ C2,α(Ω) of (D).

||u||2,α,Ω ≤ C(n, α, λ,Λ,Ω)
(
||u||0,Ω + ||ϕ||2,α,Ω + ||f ||α,Ω

)
.
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This estimate is again derived in two steps, first an interior estimate, and then an
estimate upto the boundary. The Schauder interior estimate is given in the next
lemma. From this estimate, estimates upto the boundary can also be obtained in
much the same way as for the Laplacian in the first part of this section. For the
details we refer to Gilbarg and Trudinger, Chapter 6.

6.10 Lemma Suppose u ∈ C2,α(Ω) is a bounded solution of Lu = f , and suppose
that

max
i,j=1,...,n

||ai,j ||(0)0,α,Ω + max
i=1,...,n

||bi||(1)0,α,Ω + ||c||(2)0,α,Ω ≤ Λ∗.

Then, without any sign restriction on c, the following estimate holds.

||u||∗2,α,Ω ≤ C(n, α, λ,Λ∗)
(
||u||0,Ω + ||f ||(2)0,α,Ω

)
.

Proof The proof is lengthy and technical, and will only be sketched here. It is
based on freezing the coefficients. We first observe that if

L0 =
n∑

i,j=1

aij
∂2

∂xi∂xj
,

where (ai,j) is a symmetric matrix with only positive eigenvalues, then a linear
transformation of coordinats transforms L0 into ∆. Thus the estimates for solu-
tions of ∆u = f also hold for solutions of L0u = f .

Also we shall use the following interpolation inequality.

||u||∗j,β,Ω ≤ C(ε, j, β)
(
||u||0,Ω + ε[u]∗2,α,Ω

)
, (6.3)

for
ε > 0, j = 0, 1, 2, 0 ≤ β < 1, j + β < 2 + α.

Because of this inequality we only (sic!) have to estimate [u]∗2,α, and because of
compactness arguments it suffices to prove the estimate for all Ω′ ⊂⊂ Ω. For Ω′

this seminorm is finite in view of the assumption that u ∈ C2,α(Ω).

We choose two points x0 and y0 in Ω with x0 closer to the boundary then y0. Let
d = µdx0 where µ ∈ (0, 1

2 ] is to be chosen later. On the ball B = Bd(x0) we rewrite
Lu = f as L0u = F , where L0 is as above with coefficients ai,j(x0), and

F (x) =
n∑

i,j=1

(aij(x0)− aij(x))
∂2u(x)
∂xi∂xj

−
n∑

i=1

bi(x)
∂u(x)
∂xi

− c(x)u(x) + f(x). (6.4)
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We apply Theorem 6.4 to the equation L0u = F , and obtain

d2+α
x0,y0

| ∂2u
∂xi∂xj

(x0)− ∂2u
∂xi∂xj

(y0)|
|x0 − y0|α

≤ C

µ2+α

(
||u||0,Bd(x0) + ||F ||(2)α,Bd(x0)

)
+

4
µα

[u]∗2,Ω.

(6.5)
The first term on the right hand side follows from Theorem 6.4 if |x0 − y0| < d

2 .
For |x0 − y0| ≥ d

2 the triangle inequality gives that the second term on the right
hand side majorizes the left hand side.

Before we estimate ||F ||(2)α,B , observe that, for any g ∈ Cα(Ω),

||g||(2)α,B ≤ 8µ2||g||(2)α,Ω, (6.6)

while for any f, g ∈ Cα(Ω) and σ + τ > 0,

||fg||(σ+τ)
α,Ω ≤ ||f ||(σ)

α,Ω||g||
(τ)
α,Ω. (6.7)

We now begin with the second order terms in F . We have

||(aij(x0)− aij(x))
∂2u(x)
∂xi∂xj

||(2)α,B ≤ ||aij(x0)− aij(x)||(0)α,B ||
∂2u(x)
∂xi∂xj

||(2)α,B . (6.8)

The second factor on the right is majorized by

4µ2[u]∗2,Ω + 8µ2+α[u]∗2,α,Ω,

and the first by
4µαΛ∗,

because of the assumptions on the coefficients. Thus all the second order terms
together can be estimated by

n∑
i,j=1,...,n

||(aij(x0)− aij(x))
∂2u(x)
∂xi∂xj

||(2)α,B ≤ 32n2Λ∗µ2+α
(
[u]∗2,Ω + [u]∗2,α,Ω

)
≤

(using the interpolation inequality with ε = µα)

32n2Λ∗µ2+α
(
C(µ)||u||0,Ω + 2µα[u]∗2,α,Ω

)
. (6.9)

By similar manipulations we obtain for the first order terms in F

n∑
i,=1,...,n

||bi(x)
∂u(x)
∂xi

||(2)α,B ≤ 8nΛ∗µ2
(
C(µ)||u||0,Ω + 2µα[u]∗2,α,Ω

)
, (6.10)
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and for the two zero order terms

||cu||(2)α,B ≤ 8Λ∗µ2
(
C(µ)||u||0,Ω + 2µα[u]∗2,α,Ω

)
, (6.11)

and
||f ||(2)α,B ≤ 8µ2||f ||α,Ω. (6.12)

Combining (6.9-12) we have

||F ||(2)α,B ≤ (n2+8n+8)Λ∗µ2+2α[u]∗2,α,Ω+C(n)Λ∗C(µ)||u||0,Ω+8µ2||f ||α,Ω, (6.13)

which we can plug in (6.5) to yield an estimate in which d no longer appears:

d2+α
x0,y0

| ∂2u
∂xi∂xj

(x0)− ∂2u
∂xi∂xj

(y0)|
|x0 − y0|α

≤

C(n,Λ∗)µα[u]∗2,α,Ω + C(n,Λ∗, µ)||u||0,Ω + 8µ2||f ||(2)α,Ω. (6.14)

Here we have used ε = µ2α in the interpolation inequality to get rid of ||u||2,α,Ω.

Now choose µ so small that C(n,Λ∗)µα < 1
2 . Taking the supremum over x0 and

y0 and absorbing the first term on the right in the left hand side, it follows that

[u]∗2,α,Ω ≤ 2C(n,Λ∗, µ)||u||0,Ω + 16µ2||f ||(2)α,Ω, (6.15)

which completes the proof.

We now finish our application of the method of continuity. Theorem 6.9 does not
yet give the precise estimate needed in this method, because of the appearance
of |u|0,Ω on the right hand side. This is where the sign of c comes into play. We
have seen in the previous section on maximum principles, that solutions are a
priori bounded, provided c ≤ 0 on Ω (Theorem 5.13 and Corollary 5.14), by a
constant times the suprema of the right hand side f and the boundary conditions
ϕ. Combining the Schauder estimate with this apriori bound, the estimate for Lt

follows.

6.11 Conclusion If Ω is a α-regular domain, and L satisfies assumptions H1 and
H2, then problem (D) has a unique solution u ∈ C2,α(Ω) for every f ∈ Cα(Ω) and
ϕ ∈ C2,α(Ω).

6.12 Remark In particular, since we have already seen that balls are α-regular
(Theorem 6.8), problem (D) is solvable in C2,α(B) for every ball B. A variant
of Perron’s method then gives the solvability in C2,α(Ω) ∩ C(Ω) for every f ∈
Cα(Ω) and ϕ ∈ C(∂Ω), provided one can construct barrier functions in every
point of the boundary. For C2,α boundaries this is certainly the case. Using local
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transformations, it can then be shown that the solution u is in C2,α(Ω), whenever
f ∈ Cα(Ω). Thus every bounded domain with C2,α boundary is α-regular. We
summarize this result in the following theorem.

6.13 Theorem Let Ω be a bounded domain in Rn with ∂Ω ∈ C2,α, let f ∈ Cα(Ω),
let ϕ ∈ C2,α(Ω), and let L satisfy the assumptions H1 and H2. Then there exists
a unique solution u ∈ C2,α(Ω) of the problem{

Lu = f in Ω;
u = ϕ on ∂Ω.

Moreove, the map

(f, ϕ) ∈ Cα(Ω)× C2,α(Ω) → u ∈ C2,α(Ω)

is continuous.

We return to the problem

(D)

{
∆u+ f(x, u) = 0 in Ω;
u = 0 on ∂Ω.

We shall deal now with classical solutions. We assume that f is uniformly Hölder
continuous and ∂Ω ∈ C2,α. A classical subsolution is a function ϕ ∈ C2(Ω)∩C(Ω)
satisfying ∆ϕ(x) + f(x, ϕ(x)) ≥ 0 is Ω and ϕ ≤ 0 on ∂Ω. For the defintion of
a classical supersolution the inequalities have to be reversed. The basic result is
that if a classical subsolution is below a classical supersolution, then there exists
at least one classical solution in between. In Section 4 this was shown for weak C0-
solutions applying Schauder’s theorem. However this did not give any additional
information about the structure of the set of solutions. Here we shall show that one
always has a maximal and a minimal solution by changing the iteration procedure
as to make it monotone.

Suppose that the nonlinearity satisfies the assumption:

There exists c > 0 such that the function f(x, u)+cu is increasing in u. (6.16)

Consider the problem

(Lc(v))

{
−∆u+ cu = f(x, v(x)) + cv(x) in Ω;
u = 0 on ∂Ω.

6.14 Exercise (i) Prove that for α > 0 sufficiently small this problem has a unique
solution u ∈ C2,α(Ω) ∩ Cα(Ω) for every v ∈ Cα(Ω).
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(ii) Denoting the solution u as Tωv show that the map T = Tω : Cα(Ω) → Cα(Ω)
has the following property:

u1 ≤ u2 in Ω ⇒ Tu1 < Tu2 in Ω unless u1 ≡ u2. (6.17)

(iii) Show that if ϕ ∈ Cα(Ω) is a classical subsolution then Tϕ is also a classical
subsolution.

(iv) Show that Tϕ > ϕ in Ω, unless Tϕ ≡ ϕ is a classical solution.

It follows that if ϕ ∈ Cα(Ω) and ψ ∈ Cα(Ω) are respectively a classical sub- and
supersolution, with ϕ and ψ not themselves a solution and ϕ ≤ ψ, then, defining
the sequences un and vn in Cα(Ω) by

u0 = ϕ, un = Tun−1, v0 = ψ, vn = Tvn−1, (6.18)

we have

ϕ = u0 < u1 < u2 < u3 < . . . < v3 < v2 < v1 < v0 = ψ in Ω. (6.19)

6.15 Theorem Let u(x) = limun(x) and v = lim vn(x). Then u and v are
classical solutions in Cα(Ω). If u ≡ v, then u is the only classical solution between
ϕ and ψ. If not then u < v in Ω, and every other classical solution between ϕ and
ψ is necessarily strictly between u and v.

Proof In this proof we only consider solutions in Cα(Ω). It follows from the
Schauder estimates that the sequences are bounded in Cα(Ω). Obviously they
converge uniformly to limit functions u and v in Cα(Ω). Choosing a smaller α we
have from the compactness of the embedding

Cα(Ω) → Cβ(Ω) for 0 < β < α,

that the convergence is in fact with respect to the Cα(Ω)-norm. Clearly then both
u and v are classical solutions. Exercise: prove the additional statements in the
theorem.

This proof is not complete because it does not say anything about classical solu-
tions which are not in Cα(Ω). This is reflected in the assumptions on ϕ and ψ,
which are also taken in Cα(Ω). We would like to relax these assumptions. Let us
see what the complications are for for classical solutions which are only in C(Ω).
We would like to conclude that these are automatically in Cα(Ω), but this is not
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as clear as one might expect, because why should f(x, u(x)) be Hölder continu-
ous in x? In fact this relies on the Lp-estimates for weak solutions (Gilbarg and
Trudinger, Chapter 9). The main result is the following: if u is a weak solution of

(D)

{
Lu = f(x) in Ω;
u = 0 on ∂Ω,

where L is a uniformly elliptic operator with bounded coefficients and ∂Ω ∈ C1,1,
then there exists a constant such that for all 1 < p <∞

||u||2,p,Ω ≤ C(||u||p + ||f ||p).

Here ||u||2,p is the sum of the Lp-norms of all derivatives upto order 2 of u. The
corresponding Banach space is denoted by W 2,p(Ω) (see also the next sections).
By Sobolev’s embedding theorem we have that W 2,p(Ω) → C1,α(Ω) is a bounded
injection, provided p > n and 0 < α < 1 − n/p. Thus, when f is bounded, we
certainly have u ∈ Cα(Ω).

We conclude this section with a uniqueness result for positive solutions of

(D)

{
∆u+ f(x, u) = 0 in Ω;
u = 0 on ∂Ω.

6.16 Theorem Suppose the function f has the additional property that

f(x, s)
s

is decreasing in s.

Then (D) has at most one positive solution.

Proof Suppose we have two positive solutions u1 and u2. Note that in view of
the discussion above both these solutions belong to Cα(Ω), and hence to C2,α(Ω).
Multiplying the equation for respectively u1 by u2 and for u2 by u1, we obtain,
integrating by parts and subtracting, that

0 =
∫

Ω

(f(x, u1)u2 − f(x, u2)u1)dx =
∫

Ω

u1u2(
f(x, u1)
u1

− f(x, u2)
u2

)dx.

In the case that u1 < u2 this yields an immediate contradiction with the assump-
tionsls ls on f . We conclude that u1 and u2 have to intersect. Now let

ϕ(x) = max(u1(x), u2(x)),
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and replace f by a new function f which coincides with the old one on [0,maxϕ],
but with the additional property that f(x,M) ≡ 0 for some large M > 0. In
other words, ψ(x) ≡M is then a supersolution. Exercise: show that the iteration
procedure starting with ϕ and ψ leads again to the existence of a maximal and
a minimal solution between ϕ and ψ. Consequently we have again at least two
solutions whch are strictly ordered. In the first part we have seen that this is
impossible.

6.17 Exercise Let λ1 > 0 be the first eigenvalue of minus the Laplacian with zero
boundary conditions, and let ϕ1 > 0 be the corresponding eigenfunction. Thus{

∆ϕ1 + λ1ϕ1 = 0 in Ω;
ϕ1 = 0 on ∂Ω.

(For the existence of λ1 and ϕ1 see the next sections, in particular Theorem 9.16)
Consider the problem

(D)

{
∆u+ λu(1− u) = 0 in Ω;
u = 0 on ∂Ω.

(i) Show that (D) has no positive solution for 0 ≤ λ ≤ λ1. Hint: multiply the
equation by u and use the fact that for functions which are zero on the boundary,∫
Ω
|∇u|2 ≥ λ2

1

∫
Ω
u2 (Theorem 9.16).

(ii) Show that (D) has a unique positive solution uλ for every λ ∈ (λ1,∞).

(ii) Show that uλ is strictly increasing in λ and determine its limit as λ→∞.

7. The weak solution approach in one space dimension

Instead of the Dirichlet problem for Poisson’s equation,{
−∆u = f in Ω;
u = 0 on ∂Ω,

we first consider the one-dimensional version of{
−∆u+ u = f in Ω;
u = 0 on ∂Ω,

that is, for given f in say C([a, b]), we look for a function u satisfying

(P )

{
− u′′ + u = f in (a, b);
u(a) = u(b) = 0
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Of course we can treat (P ) as a linear second order inhomogeneous equation, and
construct a solution by means of ordinary differential equation techniques, but
that is not the point here. We use (P ) to introduce a method that also works in
more space dimensions. Let ψ ∈ C1([a, b]) with ψ(a) = ψ(b) = 0 and suppose that
u ∈ C2([a, b]) is a classical solution of (P ). Then∫ b

a

(−u′′ + u)ψ =
∫ b

a

fψ,

so that integrating by parts, and because ψ(a) = ψ(b) = 0,∫ b

a

(u′ψ′ + uψ) =
∫ b

a

fψ.

For the moment we say that u ∈ C1([a, b]) is a weak solution of (P ) if

∀ψ ∈ C1([a, b]) with ψ(a) = ψ(b) = 0 :
∫ b

a

(u′ψ′ + uψ) =
∫ b

a

fψ. (7.1)

A classical solution is a function u ∈ C2([a, b]) which satisfies (P ).

The program to solve (P ) is as follows.

A. Adjust the definition of a weak solution so that we can work with functions on
a suitable Hilbert space.

B. Obtain the unique existence of a weak solution u by means of Riesz’ Theorem
or the Lax-Milgram Theorem.

C. Show that u ∈ C2([a, b]) and u(a) = u(b) = 0, under appropriate conditions on
f .

D. Show that a weak solution which is in C2([a, b]) is also a classical solution.

Step D is easy, for if u ∈ C2([a, b]) with u(a) = u(b) = 0 is a weak solution, then∫ b

a

(−u′′ + u− f)ψ =
∫ b

a

(u′ψ′ + uψ − fψ) = 0

for all ψ ∈ C1([a, b]) with ψ(a) = ψ(b) = 0, and this implies −u′′ + u = f on [a, b],
so u is a classical solution of (P ).

For step A we introduce the Sobolev spaces W 1,p.

7.1 Definition Let ∅ 6= I = (a, b) ⊂ R, 1 ≤ p ≤ ∞. Recall that D(I) is the
set of all smooth functions with compact support in I. Then W 1,p(I) consists of
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all u ∈ Lp(I) such that the distributional derivative of u can be represented by a
function in v ∈ Lp(I), i.e.∫

I

vψ = −
∫

I

uψ′ ∀ψ ∈ D(I).

We write u′ = v.

7.2 Exercise Show that u′ is unique.

7.3 Remark For I bounded it is immediate that

C1(I) ⊂W 1,p(I) ∀p ∈ [1,∞].

7.4 Exercise Show that W 1,p(I) 6⊂ C1(I).

7.5 Definition H1(I) = W 1,2(I).

7.6 Theorem W 1,p(I) is a Banach space with respect to the norm

‖u‖1,p = |u|p + |u′|p,

where | · |p denotes the Lp-norm.

7.7 Theorem H1(I) is a Hilbert space with respect to the inner product

(u, v)1 = (u, v) + (u′, v′) =
∫

I

(uv + u′v′).

The inner product norm is equivalent to the W 1,2-norm.

7.8 Theorem W 1,p(I) is reflexive for 1 < p <∞.

7.9 Theorem W 1,p(I) is separable for 1 ≤ p < ∞. In particular H1(I) is
separable.

7.10 Theorem For 1 ≤ p ≤ ∞ and x, y ∈ I we have

u(x)− u(y) =
∫ x

y

u′(s)ds,

for every u ∈ W 1,p(I), possibly after redefining u on a set of Lebesque measure
zero.
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We recall the concept of Hölder continuity.

7.11 Remark In particular we have by Hölders inequality (1/p+ 1/q = 1),

|u(x)− u(y)| =
∣∣∣ ∫

I

χ[x,y](s)u′(s)ds
∣∣∣ ≤ |χ[x,y]|q|u′|p ≤

|x− y|1/q‖u‖1,p = ‖u‖1,p|x− y|
p−1

p if p > 1.

7.12 Definition For 0 < α ≤ 1, I bounded, and f ∈ C(I), let the Hölder
seminorm be defined by

[u]α = sup
x,y∈I
x6=y

|u(x)− u(y)|
|x− y|α

.

Then
Cα(I) = {u ∈ C(I) : [u]α <∞}

is called the class of uniformly Hölder continuous functions with exponent α.

7.13 Theorem Cα(I) is a Banach space with respect to the norm

‖u‖ = |u|∞ + [u]α,

and for 1 < p ≤ ∞, and I bounded, W 1,p(I) ⊂ C1−1/p(I).

7.14 Corollary For 1 < p ≤ ∞, and I bounded, the injection W 1,p(I) ↪→ C(I) is
compact.

7.15 Theorem Let u ∈ W 1,p(R), 1 ≤ p < ∞. Then there exists a sequence
(un)∞n=1 ⊂ D(R) with ‖un−u‖1,p → 0. In other words, D(R) is dense in W 1,p(R).

7.16 Corollary Let u, v ∈ W 1,p(I), 1 ≤ p ≤ ∞. Then uv ∈ W 1,p(I) and
(uv)′ = uv′ + u′v. Moreover, for all x, y ∈ I∫ y

x

u′v = [uv]yx −
∫ y

x

uv′.

7.17 Definition Let 1 ≤ p <∞. Then the space W 1,p
0 (I) is defined as the closure

of D(I) in W 1,p(I).

47



7.18 Theorem Let 1 ≤ p <∞ and I bounded. Then

W 1,p
0 (I) = {u ∈W 1,p(I) : u = 0 on ∂I}

7.19 Remark For 1 ≤ p <∞, W 1,p
0 (R) = W 1,p(R).

7.20 Proposition (Poincaré) Let 1 ≤ p <∞, and I bounded. Then there exists
a C > 0, depending on I, such that for all u ∈W 1,p

0 (I):

‖u‖1,p ≤ C|u′|p.

Proof We have

|u(x)| = |u(x)− u(a)| = |
∫ x

a

u′(s)ds| ≤
∫ b

a

|u′(s)|ds ≤ |u′|p|1|q,

implying
|u|p ≤ (b− a)

1
p |1|q|u′|p.

7.21 Corollary Let 1 ≤ p < ∞ and I bounded. Then ‖u‖1,p = ‖u′‖p defines an
equivalent norm on W 1,p

0 (I). Also

((u, v)) =
∫

I

u′v′

defines an equivalent inner product on H1
0 (I) = W 1,2

0 (I). (Two inner products are
called equivalent if their inner product norms are equivalent.)

We now focus on the spaces H1
0 (I) and L2(I) with I bounded. We have established

the (compact) embedding H1
0 (I) ↪→ L2(I). Thus every bounded linear functional

on L2(I) is automatically also a bounded linear functional on H1
0 (I), if we consider

H1
0 (I) as being contained in L2(I), but having a stronger topology. On the other

hand, not every bounded functional on H1
0 (I) can be extended to L2, e.g. if

ψ ∈ L2\H1, then ϕ(f) =
∫

I
ψf ′ defines a bounded functional on H1

0 (I) which
cannot be extended. This implies that if we want to consider H1

0 (I) as being
contained in L2(I), we cannot simultaneously apply Riesz’ Theorem to both spaces
and identify them with their dual spaces. If we identify L2(I) and L2(I)∗, we
obtain the triplet

H1
0 (I)

i
↪→L2(I) = L2(I)∗

i∗

↪→H1
0 (I)∗.

Here i is the natural embedding, and i∗ its adjoint. One usually writes

H1
0 (I)∗ = H−1(I).
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Then
H1

0 (I) ↪→ L2(I) ↪→ H−1(I). (7.2)

The action of H−1 on H1
0 is made precise by

7.22 Theorem Suppose F ∈ H−1(I). Then there exist f0, f1 ∈ L2(I) such that

F (v) =
∫

I

f0v −
∫

I

f1v
′ ∀v ∈ H1

0 (I).

Thus H−1(I) consists of L2 functions and their first order distributional deriva-
tives. Note however that this characterization depends on the (standard) identi-
fication of L2 and its Hilbert space dual. Also F does not determine f0 and f1
uniquely (e.g. f0 ≡ 0, f1 ≡ 1 gives F (v) = 0 ∀v ∈ H1

0 (I)).

7.23 Remark Still identifying L2 and L2∗ we have for 1 < p < ∞, writing
W 1,p

0 (I)∗ = W−1,p(I),

W 1,p
0 (I) ↪→ L2(I) ↪→W−1,p(I), (7.3)

and Theorem 7.22 remains true but now with f0 and f1 in Lq(I), where 1/p+1/q =
1.

We return to

(P )

{
− u′′ + u = f in I = (a, b);
u = 0 on δI = {a, b}.

7.24 Definition A weak solution of (P ) is a function u ∈ H1
0 (I) such that∫

I

(u′v′ + uv) =
∫

I

fv ∀v ∈ H1
0 (I). (7.4)

Since D(I) is dense in H1
0 (I) it suffices to check this integral identity for all ψ ∈

D(I). Thus a weak solution is in fact a function u ∈ H1
0 (I) which satisfies −u′′ +

u = f in the sense of distributions. Note that the boundary condition u = 0 on
∂I follows from the fact that u ∈ H1

0 (I).

7.25 Theorem Let f ∈ L2(I). Then (P ) has a unique weak solution u ∈ H1
0 (I),

and
1
2

∫
I

(u′2 + u2)−
∫

I

fu = min
v∈H1

0 (I)

{1
2

∫
I

(v′2 + v2)−
∫

I

fv
}
.
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Proof The left hand side of (7.4) is the inner product on H1
0 (I). The right hand

side defines a bounded linear functional

ϕ(v) =
∫

I

fv

on L2(I), and since H1
0 (I) ↪→ L2(I), ϕ is also a bounded linear functional on

H1
0 (I). Thus the unique existence of u follows immediately from Riesz’ Theorem.

It also follows from Lax-Milgram applied with

A(u, v) =
∫

I

(u′v′ + uv),

and then A being symmetric, the minimum formula is also immediate.

How regular is this solution? We have u ∈ H1
0 (I), so that u′ ∈ L2(I) and also

u′′ = u− f ∈ L2(I). Thus

u ∈ H2(I) = {u ∈ H1(I) : u′ ∈ H1(I)}. (7.5)

Clearly if f ∈ C(I), then u′′ ∈ C(I).

7.26 Corollary Let f ∈ C(I). Then (P ) has a unique classical solution u ∈ C2(I).

7.27 Exercise Let α, β ∈ R. Use Stampachia’s Theorem applied to K = {u ∈
H1(I) : u(0) = α, u(1) = β} with A(u, v) = ((u, v)) and ϕ(v) =

∫
fv to generalize

the method above to

(P ′)

{
− u′′ + u = f in (0, 1);
u(0) = α; u(1) = β.

Next we consider the Sturm-Liouville problem

(SL)

{
− (pu′)′ + qu = f in (0, 1);
u(0) = u(1) = 0,

where p, q ∈ C([0, 1]), p, q > 0, and f ∈ L2(0, 1).

7.28 Definition u ∈ H1
0 (0, 1) is a weak solution of (SL) if

A(u, v) =
∫ 1

0

(pu′v′ + quv) =
∫ 1

0

fv ∀v ∈ H1
0 (0, 1). (7.6)
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7.29 Exercise Prove that (SL) has a unique weak solution.

Finally we consider the Neumann problem

(N)

{
− u′′ + u = f in (0, 1);
u′(0) = u′(1) = 0.

7.30 Definition u ∈ H1(0, 1) is a weak solution of (N) if∫ 1

0

(u′v′ + uv) =
∫ 1

0

fv ∀v ∈ H1(0, 1).

7.31 Exercise Explain the difference between Definitions 7.24 and 7.30, and prove
that for f ∈ L2(0, 1), (N) has a unique weak solution. Show that if f ∈ C([0, 1])
there exists a unique classical solution u ∈ C2([0, 1]). (Don’t forget the boundary
conditions.)

8. Eigenfunctions for the Sturm-Liouville problem

Recall that (SL) was formulated weakly as

A(u, v) = ϕ(v) ∀v ∈ H1
0 (0, 1),

where

A(u, v) =
∫ 1

0

pu′v′ + quv and ϕ(v) =
∫ 1

0

fv.

For p, q ∈ C([0, 1]), p, q > 0, A(·, ·) defines an equivalent inner product on H1
0 (0, 1),

and for f ∈ L2(0, 1) (in fact f ∈ H−1(0, 1) is sufficient), ϕ belongs to the dual of
H1

0 (0, 1).

8.1 Exercise Define T : L2(0, 1) → L2(0, 1) by Tf = u, where u is the (weak)
solution of (SL) corresponding to f . Show that T is linear, compact and symmet-
ric.

8.2 Theorem Let p, q ∈ C([0, 1]), p, q > 0. Then there exists a Hilbert basis
{ϕn}∞n=1 of L2(I), such that ϕn is a weak solution of{

− (pu′)′ + qu = λnu in (0, 1);
u(0) = u(1) = 0,
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where (λn)∞n=1 is a nondecreasing unbounded sequence of positive numbers.

8.3 Exercise Prove this theorem (to show that λn > 0 use ϕn as testfunction).

8.4 Remark By (the Krein-Rutman) Theorem A.23, 0 < λ1 < λ2 ≤ λ3 ≤ . . .,
and ϕ1 can be chosen positive. In fact all λi are simple. This follows from the
theory of ordinary differential equations, see e.g. [CL].

8.5 Exercise Show that T : H1
0 (0, 1) → H1

0 (0, 1) is also symmetric with respect
to the inner product A(·, ·). Derive, using the eigenvalue formulas in Theorem
B.14 for compact symmetric operators, that

λ1 = min
0 6=u∈H1

0 (0,1)

∫ 1

0
pu′

2 + qu2∫ 1

0
u2

, λ2 = min
(u,ϕ1)=0

∫ 1

0
pu′

2 + qu2∫
u2

,

etcetera.

9. Generalization to more dimensions

Throughout this section Ω ⊂ Rn is an open connected set.

9.1 Definition Let 1 ≤ p ≤ ∞. Then the Sobolev space W 1,p(Ω) is defined by

W 1,p(Ω) = {u ∈ Lp(Ω);
∂u

∂x1
, . . . ,

∂u

∂xn
∈ Lp(Ω)}.

9.2 Theorem With respect to the norm

‖u‖1,p = |u|p +
n∑

i=1

∣∣ ∂u
∂xi

∣∣
p

W 1,p(Ω) is a Banach space, which is reflexive for 1 < p < ∞, and separable for
1 ≤ p <∞.

9.3 Proposition Let u, v ∈W 1,p(Ω)∩L∞(Ω). Then uv ∈W 1,p(Ω)∩L∞(Ω) and

∂

∂xi
(uv) =

∂u

∂xi
v + u

∂v

∂xi
(i = 1, . . . , n).

9.4 Theorem (Sobolev embedding) Let 1 ≤ p < n. Define p∗ by

1
p∗

=
1
p
− 1
n
.
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Then W 1,p(Ω) ⊂ Lp∗(Ω), and the embedding is continuous, i.e.

|u|p∗ ≤ C ‖u‖1,p ∀u ∈W 1,p(Ω).

To get some feeling for the relation between p and p∗, we consider the scaling
uλ(x) = u(λx). This scaling implies that on Rn an estimate of the form

|u|q ≤ C(n, p)|∇u|p

for all sufficiently smooth functions u : Rn → R, implies necessarily that q = p∗,
and indeed, for this value of q, this (Sobolev) inequality can be proved.

9.5 Theorem Let Ω be bounded with ∂Ω ∈ C1. Then

p < n ⇒ W 1,p(Ω) ↪→ Lq(Ω) ∀q ∈ (1, p∗);

p = n ⇒ W 1,p(Ω) ↪→ Lq(Ω) ∀q ∈ (1,∞);

p > n ⇒ W 1,p(Ω) ↪→ C(Ω),

and all three injections are compact.

9.6 Definition Let 1 ≤ p <∞. Then W 1,p
0 (Ω) is the closure of D(Ω) in the ‖·‖1,p-

norm. Here D(Ω) is the space of all smooth functions with compact support in
Ω.

9.7 Theorem Suppose u ∈ W 1,p(Ω) ∩ C(Ω) with ∂Ω ∈ C1, where 1 ≤ p < ∞.
Then

u = 0 on ∂Ω if and only if u ∈W 1,p
0 (Ω).

9.8 Theorem (Poincaré inequality) For all bounded Ω ⊂ Rn there exists C =
C(p,Ω), such that for all 1 ≤ p <∞,

|u|p ≤ C|∇u|p ∀u ∈W 1,p
0 (Ω).

Thus |||u|||p = |∇u|p is an equivalent norm on W 1,p
0 (Ω).

Next we turn our attention to the Hilbert space case p = 2. We write H1(Ω) =
W 1,2(Ω) and H1

0 (Ω) = W 1,2
0 (Ω).

9.9 Proposition H1(Ω) is a Hilbert space with respect to the inner product

(u, v) =
∫

Ω

uv +
n∑

i=1

∫
Ω

∂u

∂xi

∂v

∂xi
,
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and H1
0 (Ω) ⊂ H1(Ω) is a closed subspace, and has

((u, v)) =
n∑

i=1

∫
Ω

∂u

∂xi

∂u

∂xi

as an equivalent inner product.

9.10 Corollary For any bounded domain Ω ⊂ Rn, the injection H1
0 (Ω) ↪→ L2(Ω)

is compact.

From now on we assume that Ω is bounded. Consider for f ∈ L2(Ω) the problem

(D)

{
−∆u = f in Ω;
u = 0 in ∂Ω.

9.11 Definition u ∈ H1
0 (Ω) is called a weak solution of (D) if∫
Ω

∇u∇v =
∫

Ω

fv ∀v ∈ H1
0 (Ω).

Note that, defining ϕ ∈ (H1
0 (Ω))∗ by

ϕ(v) =
∫

Ω

fv,

this inequality is equivalent to

((u, v)) = ϕ(v) ∀v ∈ H1
0 (Ω).

As in the one-dimensional case we have from Riesz’ Theorem (or Lax-Milgram):

9.12 Theorem Let Ω be a bounded domain, f ∈ L2(Ω). The (D) has a unique
weak solution u ∈ H1

0 (Ω), and the function E : H1
0 (Ω) → R, defined by

E(v) =
1
2

∫
Ω

|∇v|2 −
∫

Ω

fv,

attains its minimum in u.

9.13 Theorem (regularity) Suppose ∂Ω ∈ C∞ and f ∈ C∞(Ω). Then u ∈
C∞(Ω).
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Next we consider the operator T : L2(Ω) → H1
0 (Ω) defined by Tf = u. Clearly T

is a bounded linear operator. Since we may also consider T as T : L2(Ω) → L2(Ω)
or T : H1

0 (Ω) → H1
0 (Ω), and since H1

0 (Ω) ↪→ L2(Ω) is compact, we have

9.14 Proposition T : H1
0 (Ω) → H1

0 (Ω) is compact, and also T : L2(Ω) → L2(Ω)
is compact.

9.15 Theorem (i) T : L2(Ω) → L2(Ω) is symmetric with respect to the standard
inner product in L2(Ω); (ii) T : H1

0 (Ω) → H1
0 (Ω) is symmetric with respect to the

inner product ((·, ·)).

Proof (i) (Tf, g) = (g, Tf) = ((Tg, Tf)) = ((Tf, Tg)) = (f, Tg). (ii) ((Tf, g)) =
(f, g) = (g, f) = ((Tg, f)) = ((f, Tg)).

9.16 Theorem Let Ω ⊂ Rn be a bounded domain. Then there exists a sequence
of eigenvalues

0 < λ1 < λ2 ≤ λ3 ≤ λ4 ≤ . . . ↑ ∞,

and a Hilbert basis of eigenfunctions

ϕ1, ϕ2, ϕ3, . . .

of L2(Ω), such that

(Eλ)

{
−∆u = λu in Ω;
u = 0 on ∂Ω,

has nontrivial weak solutions if and only if λ = λi for some i ∈ N. Moreover ϕi is
a weak solution of (Eλi

), and

λ1 = min
0 6=ϕ∈H1

0 (Ω)

∫
Ω
|∇ϕ|2∫
Ω
ϕ2

(attained in ϕ = ϕ1);

λm+1 = min
0 6=ϕ∈H1

0 (Ω)
(ϕ,ϕ1)=...=(ϕ,ϕm)=0

∫
Ω
|∇ϕ|2∫
Ω
ϕ2

(attained in ϕ = ϕm+1).

The function ϕi ∈ C∞(Ω) satisfies the partial differential equation in a classical
way, and if ∂Ω ∈ C∞, then also ϕi ∈ C∞(Ω), for all i ∈ N. Finally ϕ1 > 0 in Ω.

Proof Applying the spectral decomposition theorem to T : L2(Ω) → L2(Ω) we
obtain a Hilbert basis {ϕ1, ϕ2, ϕ3, ϕ4, . . .} corresponding to eigenvalues (counted
with multiplicity) µ1, µ2, µ3, µ4, . . . of T : L2(Ω) → L2(Ω), with |µ1| ≥ |µ2| ≥
|µ3| ≥ . . . ↓ 0. Since ϕi satisfies∫

Ω

∇µiϕi∇v =
∫

Ω

ϕiv ∀v ∈ H1
0 (Ω),
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we have, putting v = ϕi,

µi

∫
Ω

|∇ϕi|2 =
∫

Ω

ϕi
2,

so that clearly µi > 0. Thus setting λi = 1/µi, we obtain 0 < λ1 ≤ λ2 ≤ λ3 ≤ . . . ↑
∞ as desired. The eigenvalue formulas for λi follow from the eigenvalue formulas
for µi applied to T : H1

0 (Ω) → H1
0 (Ω), since

((Tϕ, ϕ))
((ϕ,ϕ))

=
(ϕ,ϕ)

((ϕ,ϕ))
=

∫
ϕ2∫

|∇ϕ|2
.

We have completed the proof except for regularity, and the fact that λ1 < λ2,
and ϕ1 > 0 in Ω. Both these properties follow from the Krein-Rutman theorem
applied to the cone C of nonnegative functions. Unfortunately H1

0 (Ω) is not the
space for which T satisfies the conditions of this theorem with C as above, so one
has to choose another space, with ‘smoother’ functions. Here we do not go into
the details of this argument, and restrict ourselves to the following observation.

9.17 Proposition Let u be the weak solution of (D). Then

f ≥ 0 a.e. in Ω ⇒ u ≥ 0 a.e. in Ω.

Proof We use the following fact. Let u ∈ H1(Ω). Define

u+(x) =

{
u(x) if u(x) > 0;
0 if u(x) ≤ 0,

and

u−(x) =

{
− u(x) if u(x) < 0;
0 if u(x) ≥ 0.

Then u+, u− ∈ H1(Ω), and

∇u+(x) =

{
∇u(x) if u(x) > 0;
0 if u(x) ≤ 0,

and

∇u−(x) =

{
−∇u(x) if u(x) < 0
0 if u(x) ≥ 0.

Now taking u− as test function we obtain

0 ≤
∫

Ω

|∇u−|2 =
∫

Ω

∇u−∇u− = −
∫

Ω

∇u∇u− = −
∫
fu− ≤ 0,
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implying u− ≡ 0.

We conclude this section with some remarks.

Consider the problem

(D1)

{
−∆u+ u = f in Ω;
u = 0 on ∂Ω.

This problem can be dealt with in the same manner as (D) with ((u, v)) =
∫
∇u∇v

replaced by

(u, v) =
∫

Ω

(uv +∇u∇v).

Consider the Neumann problem

(N1)


−∆u+ u = f in Ω;
∂u

∂ν
= 0 on ∂Ω

where ν is the outward normal on ∂Ω. Here the approach is as in N = 1.

9.18 Definition u ∈ H1(Ω) is a weak solution of (N1) if∫
Ω

∇u∇v + uv =
∫
fv ∀u ∈ H1(Ω).

Unique existence of a weak solution follows as before.

Consider the problem

(N)


−∆u = f in Ω;
∂u

∂ν
= 0 on ∂Ω.

Here we have a complication. By Gauss’ theorem, a solution should satisfy

0 =
∫

∂Ω

∂u

∂ν
=

∫
Ω

∆u = −
∫

Ω

f,

so we must restrict to f with
∫
f = 0. Also, if u is a solution, then so is u+C for

any constant C. Therefore we introduce the spaces

L̃2(Ω) = {f ∈ L2(Ω) :
∫

Ω

f = 0} and H̃1(Ω) = {u ∈ H1(Ω) :
∫

Ω

u = 0}.

9.19 Definition Let f ∈ L̃2(Ω). Then u ∈ H̃1(Ω) is called a weak solution if∫
Ω

∇u∇v =
∫
fv ∀v ∈ H̃1(Ω).
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Observe that if this relation holds for all v ∈ H̃1(Ω), it also holds for all v ∈ H1(Ω).

9.20 Proposition The brackets ((·, ·)) also define an inner product on H̃1(Ω),
and ((·, ·)) is equivalent (on H̃1(Ω)) to the standard inner product.

9.21 Corollary For all f ∈ L̃2(Ω), there exists a unique weak solution in H̃1(Ω)
of (N).

In the problems above, as well as in the methods, we can replace −∆ by any linear
second order operator in divergence form

−div(A∇) = −
n∑

i,j=1

∂

∂xi
(aij(x)

∂

∂xj
),

where
A(x) = (aij(x))i,j=1,...,n

is a symmetric x-dependent matrix with eigenvalues

0 < δ < λ1(x) ≤ λ2(x) ≤ . . . ≤ λn(x) < M <∞,

for all x ∈ Ω, and aij ∈ C(Ω), i.j = 1, . . . , n. In all the statements and proofs∫
∇u∇v then has to be replaced by∫

Ω

n∑
i,j=1

aij(x)
∂u

∂xi

∂u

∂xj
.

10. Maximum principles for parabolic equations

We consider solutions u(x, t) of the equation

ut = Lu, (10.1)

where

Lu =
N∑

i,j=1

aij
∂2u

∂xi∂xj
+

N∑
i=1

bi
∂u

∂xi
+ cu. (10.2)

Throughout this section we assume that L has bounded continuous coefficients
aij(x, t) = aji(x, t), bi(x, t), c(x, t) defined for (x, t) in a set of the form QT =
Ω× (0, T ], with T > 0, and Ω a domain in RN . The set ΓT = QT \QT is called the
parabolic boundary of QT . If the elliptic part Lu is uniformly elliptic in QT , that
is if there exist numbers 0 < λ ≤ Λ <∞, independent of (x, t) ∈ QT , such that

λ|ξ|2 ≤ (A(x, t)ξ, ξ) ≤ Λ|ξ|2 ∀(x, t) ∈ QT ∀ξ ∈ RN , (10.3)
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where

A(x, t) =
(
aij(x, t)

)
i,j=1,...,N

=

 a11(x, t) · · · a1N (x, t)
...

...
aN1(x, t) · · · aNN (x, t)

 ,

then equation (10.1) is called uniformly parabolic in QT .

10.2 Notation

C2,1(QT ) = {u : QT → R; u, ut,
∂u

∂xi
,
∂2u

∂xi∂xj
∈ C(QT )}.

Our goal is again to exclude the existence of maxima and minima of (sub- and
super-) solutions u in QT .

10.3 Theorem Let L be uniformly elliptic in QT with bounded coefficients, Ω
be bounded, and c ≡ 0, and suppose that u ∈ C2,1(QT ) ∩ C(QT ) satisfies the
inequality ut ≤ Lu in QT . Then

sup
QT

u = max
QT

u = max
ΓT

u.

Proof First we assume that ut < Lu in QT and that u achieves a maximum in
P = (x0, t0) ∈ QT . Then the first order x-derivatives of u vanish in P , and

(Hu)(P ) =
(

∂2u

∂xi∂xj
(P )

)
i,j=1,...,N

is negative semi-definite, i.e.

N∑
i,j=1

∂2u

∂xi∂xj
(P )ξiξj ≤ 0 ∀ξ = (ξ1, ..., ξN ) ∈ RN .

Consequently

(Lu)(P ) =
N∑

i,j=1

aij(P )
∂2u

∂xi∂xj
(P ) ≤ 0,

implying ut(P ) < 0, so u cannot have a maximum in P .

Now suppose that we only know that ut ≤ Lu in QT . Let

v(x) = eγx1 , γ > 0.
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Then
(Lv)(x) = (a11γ

2 + γb1)eγx1 ≥ γ(λγ − b0)eγx1 > 0,

if γ > b0/λ, where b0 = supQT
|b|. Hence, by the first part of the proof, we have

for all ε > 0 that
sup
QT

(u+ εv) = max
ΓT

(u+ εv).

Letting ε ↓ 0 completes the proof.

10.4 Theorem Let L be uniformly elliptic in QT with bounded coefficients, Ω
be bounded, and let c ≤ 0, and suppose that u ∈ C2,1(QT ) ∩ C(QT ) satisfies the
inequality ut ≤ Lu in QT . Then

sup
QT

u = max
QT

u ≤ max
ΓT

u+.

Proof Exercise.

10.5 Corollary Let L be uniformly elliptic in QT with bounded coefficients, Ω be
bounded, and suppose that u ∈ C2,1(QT )∩C(QT ) satisfies the inequality ut ≤ Lu
in QT . If u ≤ 0 on ΓT . Then also u ≤ 0 on QT .

Proof Exercise. Hint: consider the function

v(x, t) = e−ktu(x, t),

with k > 0 sufficiently large.

10.6 Remark Everything we have done so far remains valid if QT is replaced by
DT = D ∩ {t ≤ T}, where D is a bounded domain in RN+1.

As in the elliptic case we also have a strong maximum principle, but this requires
a little more work.

10.7 Theorem (Boundary Point Lemma) Let L be a uniformly elliptic operator
with bounded coefficients in a domain D ⊂ RN+1 and c ≤ 0 in D. Suppose the
interior ball condition in a point P = (x0, t0) ∈ ∂D is satisfied by means of a ball
B = BR((x1, t1)) with x1 6= x0. Let u ∈ C2,1(D) ∩ C(D ∪ {P}) satisfy

Lu− ut ≥ 0 in D and u(x, t) < u(P ) ∀(x, t) ∈ D.

Then, if u(P ) ≥ 0, we have

lim inf
(x,t)→P
(x,t)∈Sθ

u(P )− u(x, t)
|(x, t)− P |

> 0,
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where Sθ is a cone with top P and opening angle θ < π, intersecting D and
radially symmetric around the line through P and (x1, t1). For c ≡ 0 in D the
same conclusion holds if u(P ) < 0, and if u(P ) = 0 the sign condition on c may
be omitted. N.B. If the outward normal ν on ∂D and the normal derivative ∂u

∂ν

exist in P , then ∂u
∂ν (P ) > 0.

Proof Without loss of generality we assume that the center of the disk B is in
the origin. Let B0 be a small disk centered at P such that B0 does not have any
point in common with the t-axis. This is possible because P is not at the top
or the bottom of B. Consequently there exists ρ > 0 such that |x| ≥ ρ for all
(x, t) ∈ K = B ∩B0. Consider

v(x, t) = e−α(x2+t2) − e−αR2
, (10.4)

which is zero on ∂B. Then

Lv − vt = e−α(x2+t2)
{ N∑

i,j=1

4α2xixjaij −
N∑

i=1

2α(aii + bixi) + c+ 2αt
}
− ce−αR2

.

Hence, if c is nonpositive, we have on K that

Lv − vt ≥ e−αR2
{

4α2λρ2 − 2α(NΛ +Nb0R) + c− 2αR
}
> 0, (10.5)

choosing α > 0 sufficiently large, because c is bounded. For the function

wε(x, t) = u(x, t) + εv(x, t),

it then also follows that Lwε −wt > 0 in K. Since v = 0 on ∂B, and u < u(P ) on
B, we can choose ε > 0 so small that wε ≤ u(P ) on ∂K. Applying Theorem 10.3
(10.4) and keeping in mind Remark 10.6, it follows that wε ≤ u(P ) on K, so that

u(x, t) ≤ u(P )− εv(x, t) ∀(x, t) ∈ K. (10.6)

This completes the proof.

10.8 Theorem Let L be uniformly elliptic with bounded coefficients in a domain
D ⊂ RN+1 and c ≤ 0 in D. Suppose u ∈ C2,1(D) satisfies

Lu− ut ≥ 0 and u(x, t) ≤M ∀(x, t) ∈ D.

If u(P ) = M ≥ 0 for some P = (x0, t0) ∈ D, then u ≡ M on the component of
D ∩ {t = t0} containing P . For c ≡ 0 in D the condition M ≥ 0 can be omitted.

Proof Suppose the result is false. Then there exist two points P = (x0, t0) and
P1 = (x1, t0) in D such that u(P ) = M , u(P1) < M , and u < M on the line
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segment l joining P and P1 We can choose P and P1 in such a way that the distance
of l to the boundary of D is larger then the length of l. For notational convenience
we argue in the remainder of the proof as if N = 1 and x1 is to the right of x0.
Then for every x ∈ (x0, x1) let ρ = ρ(x) be the largest radius such that u < M
on the ball Bρ(x). Clearly ρ(x) is well defined. By definition, u = M in some
point Px on the boundary of Bρ(x)(x), and, applying the boundary point lemma,
it follows that Px is either the top or the bottom of Bρ(x), so Px = (x, t0 ± ρ(x)).
Now let δ > 0 be small, and consider x + δ. Then, again by the boundary point
lemma, Px cannot be in the closure of Bρ(x+δ)(x+ δ). Hence

ρ(x+ δ)2 < ρ(x)2 + δ2. (10.7)

Substituting δ/m for δ, and x + jδ/m for j = 0, . . . ,m − 1 in (10.7), we obtain,
summing over j,

ρ(x+ δ)2 < ρ(x)2 +
δ2

m
, (10.8)

for allm so that ρ(x) is nonincreasing in x. Letting x ↓ x0 it follows that u(x0, t0) <
M , a contradiction.

10.9 Theorem Let L be uniformly elliptic with bounded coefficients in DT where
D is a domain in RN+1 and c ≤ 0 in DT . Suppose u ∈ C2,1(DT ) satisfies ut ≤ Lu
in DT and, for M ≥ 0 and t0 < t1 ≤ T , that u < M in D ∩ {t0 < t < t1}. Then
also u < M on D ∩ {t = t1}. For c ≡ 0 in D the condition M ≥ 0 can be omitted.

Proof Suppose there exists a point P = (x1, t1) in D ∩ {t = t1} with u(P ) = M .
For notational convenience we assume that P is the origin, so x1 = 0 and t1 = 0.
Consider the function

v(x, t) = e−(|x|2+αt) − 1, (10.9)

which is zero on, and positive below the parabola αt = −|x|2. Then

Lv − vt = e−(|x|2+αt)
{ N∑

i,j=1

4xixjaij −
N∑

i=1

2(aii + bixi) + c+ α
}
− c.

Hence, if c is nonpositive,

Lv − vt ≥ e−(|x|2+αt)
{

4λ|x|2 − 2(NΛ +Nb0)|x|+ c+ α
}
. (10.10)

Now let B be a small ball with center in the origin. Choosing α > 0 sufficiently
large, we can make the right hand side of (10.10) positive in B. Consider on
K = B ∩ {αt < −|x|2} the function

wε(x, t) = u(x, t) + εv(x, t),
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then by similar reasoning as before we can choose ε > 0 so small that wε ≤M on
∂K. By Theorem 10.3/10.4 it follows again that wε ≤M thoughout K, so

u(x, t) ≤M − εv(x, t) ∀(x, t) ∈ K, (10.11)

implying ut > 0 in the origin. Hence also Lu > 0 so that with respect to the
x-variables u cannot have a local maximum in the origin, a contradiction. This
completes the proof. Note that we did not need u to be defined for t > 0 in the
proof, which corresponds to t > t1 in the Theorem. Thus the proof applies equally
well to QT with t1 = T .

10.10 Theorem (Strong Maximum Principle) Let L be uniformly elliptic with
bounded coefficients in DT and c ≤ 0 in DT . Suppose u ∈ C2,1(DT ) satisfies
ut ≤ Lu in DT and, for some M ≥ 0 that u ≤ M in DT . If P ∈ DT and
u(P ) = M , then u = M in every point P ′ in DT which can be joined to P by a
continuous curve γ in DT along which, running from P ′ to P , t is nondecreasing.
For c ≡ 0 in DT the condition M ≥ 0 can be omitted.

Proof Suppose that u(P ′) < M . Then there must exist a point P0 on γ between
P ′ and P such that u(P0) = M and u < M on the component of γ − {P0}
containing P ′. In view of the previous two lemmas this is impossible.

10.11 Remark For QT the statement in Theorem 10.10 is simply that either
u < M in QT , or u ≡M in QT .

Next we give some applications of the results above to semilinear parabolic equa-
tions. Instead of (10.1) we now consider

ut = Lu+ f(x, t, u), (10.12)

where f is a given continous function of the variables x and t, as well as the
unknown u.

10.12 Proposition (Comparison Principle) Let L be uniformly elliptic inQT with
bounded coefficients, Ω be bounded, and suppose that f(x, t, u) is nonincreasing
in u. If u, v ∈ C2,1(QT ) ∩ C(QT ) satisfy ut ≤ Lu+ f(x, t, u), vt ≥ Lv + f(x, t, v)
in QT , and u ≤ v in ΓT , then u ≤ v throughout QT .

Proof Suppose there is a point P ∈ QT with u(P ) > v(P ). We may assume
that P has t-coordinate T . Let DT be the connected component of QT ∩ {u > v}
containing P . Writing z = u−v we have zt ≤ Lz in DT and z = 0 on the parabolic
boundary of DT . By Corollary 10.5 and Remark 10.6 it follows that z ≤ 0 in DT ,
contradicting z(P ) > 0.
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The condition that f is nonincreasing in u is rather restrictive. However, if f
satisfies a one-sided uniform Lipschitz condition,

f(x, t, v)− f(x, t, u) ≤ K(v − u), ∀x, t, u, v, v > u, (10.13)

we can rewrite the equation as

ut = Lu+Ku+ f(x, t, u)−Ku = Lu−Ku+ g(x, t, u). (10.14)

Clearly g(x, t, u) = f(x, t, u)−Ku is nonincreasing in u. Since in Proposition 10.12
there is no restriction on c, it applies equally well to (10.14).

To turn this weak comparison principle into a strong comparison principle we need
a two-sided Lipschitz condition,

|f(x, t, v)− f(x, t, u)| ≤ K|v − u|. (10.15)

10.13 Theorem (Strong Comparison Principle) Let L be uniformly elliptic in QT

with bounded coefficients, Ω be bounded, and suppose that f satisfies (10.15). If
u, v ∈ C2,1(QT ) ∩ C(QT ) satisfy ut ≤ Lu + f(x, t, u), vt ≥ Lv + f(x, t, v) in QT ,
and u ≤ v in ΓT , then u < v throughout QT , unless u ≡ v in QT .

Proof From the previous theorem we have u ≤ v. Hence the statement follows
from the following variant of Theorem 10.10.

10.14 Theorem Let L be uniformly elliptic with bounded coefficients in DT

where D is a domain in RN+1, and let f satisfy (10.15). Suppose u, v ∈ C2,1(DT )
satisfy ut ≤ Lu+ f(x, t, u), vt ≥ Lv + f(x, t, v), and u ≤ v in DT . If P ∈ DT and
u(P ) = v(P ), then u = v in every point P ′ in DT which can be joined to P by a
continuous curve in DT along which, running from P ′ to P , t is nondecreasing.

Proof Writing again z = u− v we have, in view of (10.15)

zt ≤ Lz − (f(x, t, v)− f(x, t, u)) ≤ Lz +Kv.

Using the same trick as in the proof of Corollary 10.5 the theorem follows from
Theorem 10.14.

10.15 Remark The previous theorems generalize the weak and the strong com-
parison principle to the case of semilinear equations. In fact they can also be
extended to the class of quasilinear equations. We may allow for instance coef-
ficients aij , bi and c which are smooth functions of x, t and u, satisfying (10.3)
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uniformly in all three variables. The proofs are always based on writing an equa-
tion for the difference w = v − u of two solutions u and v, using also the integral
form of the mean value theorem, i.e.

F (v)− F (u) = [F (u+ t(v − u)]t=1
t=0 = (

∫ 1

0

F ′(u+ tw)dt)w.

Next we shall give a monotonicity property for sub- and supersolutions of semilin-
ear autonomous equations, that is, the coefficients a, b, c, and nonlinearity f are
independent of t.

10.16 Theorem (Monotonicity) Let L be uniformly elliptic in QT with bounded
coefficients independent of t, Ω be bounded, and suppose that f = f(x, u) satisfies
(10.13). Suppose u ∈ C2(Ω) ∩ C(Ω) satisfies 0 ≤ Lu+ f(x, u) in Ω, and u = 0 on
∂Ω, and suppose u ∈ C2,1(QT ) ∩ C(QT ) satisfies ut = Lu+ f(x, u) in QT , u = 0
on ∂Ω× (0, T ], and u(x, 0) = u(x) for all x ∈ Ω, then ut ≥ 0 in QT .

Proof By Theorem 10.13 we have u ≤ u in QT . Define v(x, t) = u(x, t + h),
where 0 < h < T . Again applying Theorem 10.13 we have u ≤ v in QT−h, i.e.
u(x, t+ h) ≥ u(x, t).

10.17 Remark The assumption that u = 0 on ∂Ω can be relaxed to u ≤ 0,
but then we can no longer talk about a solution u ∈ C(QT ), because obviously
u will be discontinuous in the set of cornerpoints ∂Ω × {0}. The result however
remains true for solutions u ∈ C2,1(QT ) which are continuous up to both the
lateral boundary ∂Ω× (0, T ], and Ω×{0}, and in addition have the property that
for every cornerpoint y0 ∈ ∂Ω× {0},

0 ≥ lim sup
y∈QT ,y→y0

u(y) ≥ lim inf
y∈QT ,y→y0

u(y) ≥ u(y0).

11. Potential theory and existence results

Most of the results in this section are taken from [LSU,Chapter IV]. The role of
the Newton potential in the elliptic theory is taken over by the volume potential

w(x, t) =
∫ t

0

∫
Rn

E(x− y, t− τ)f(y, τ)dydτ. (11.1)

Here
E(x, t) =

1
(4πt)

n
2
e−|x|

2/4t, x = (x1, . . . , xn) ∈ Rn, (11.2)
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is the fundamental solution of the heat equation, and f(x, t) is a bounded measur-
able function. More precisely, if we extend the definition of E(x, t) to all values of
x and t by setting E(x, t) = 0 for t < 0, we have that∫

R

∫
Rn

E(x, t)(ψt(x, t) + ∆ψ(x, t))dxdt = −ψ(0, 0) (11.3)

for all compactly supported smooth functions ψ(x, t). Also∫
Rn

E(x, t)dx = 0 ∀t > 0, (11.4)

and
lim
t↓0

∫
R
E(x, t)ψ(x, t)dx→ ψ(0, 0), (11.5)

for all bounded continuous functions ψ(x, t). In particular the Cauchy problem

(CP )
{
ut = ∆u x ∈ Rn , t > 0;
u(x, 0) = u0(x) x ∈ Rn

is treated just as in the one-dimensional case, and has a unique bounded clas-
sical solution if u0 is continuous and bounded, and this solution is given by the
convolution

u(x, t) =
∫

Rn

E(x− y, t)u0(y)dy. (11.6)

The volume potential (11.1) is a continuous weak solution of

(I)
{
ut = ∆u+ f x ∈ Rn , t > 0;
u(x, 0) = 0 x ∈ Rn.

The volume potential plays the same role in the theory of parabolic equations as
the Newton potential in the theory of elliptic equations. Recall that the Newton
potential allows only one differentiation with respect to x under the integral and
therefore its Laplacian cannot be computed by bringing ∆ under the integral. For
the volume potential we encounter the same difficulty if we want to compute

(
∂

∂t
−∆)w.

because Et and Exixj
are not locally integrable in space and time. Indeed, if we

compute integrals of E and its derivatives using polar coordinates r, θ1, . . . , θn−1

and set r = 2s
√
t, we find∫ T

0

∫
Rn

E(x, t)dxdt =
∫ T

0

∫
Rn

1
(4πt)

n
2
e−|x|

2/4tdxdt =
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∫ T

0

1
(4πt)

n
2

∫ ∞

0

e−r2/4tnωnr
n−1drdt =

∫ T

0

nωn

π
n
2

∫ ∞

0

e−s2
sn−1dsdt =

∫ T

0

2
Γ(n

2 )

∫ ∞

0

e−s2
sn−1dsdt =

∫ T

0

dt = T, (11.7)

and similarly

|
∫ T

0

∫
Rn

Exi
(x, t)dxdt| = |

∫ T

0

∫
Rn

xi

2t
E(x, t)dxdt| ≤

∫ T

0

∫
Rn

|x|
2t
E(x, t)dxdt =

∫ T

0

nωn

π
n
2

∫ ∞

0

y√
t
e−s2

sn−1dsdt =
∫ T

0

Γ(n+1
2 )

Γ(n
2 )

dt√
t
<∞. (11.8)

However for the time derivative we get∫ T

0

∫
Rn

Et(x, t)dxdt =
∫ T

0

∫
Rn

(
|x|2

4t2
− n

2t
)E(x, t)dxdt =

∫ T

0

nωn

π
n
2

∫ ∞

0

(
s2

4
− n

2
)e−s2

sn−1ds
dt

t
, (11.9)

and this integral does not exist. The same difficulty occurs for∫ T

0

∫
Rn

Exixj
(x, t)dxdt.

Thus only first order space derivatives of the volume potential may be computed
by differentiating under the integral directly. However, if we consider instead of w
the function

wh(x, t) =
∫ t−h

0

∫
Rn

E(x− y, t− τ)f(y, τ)dydτ, (11.10)

the singularity is gone and differentiation under the integral permitted. Hence

∂wh

∂t
(x, t) =

∫ t−h

0

∫
Rn

∂E

∂t
(x−y, t−τ)f(y, τ)dydτ+

∫
Rn

E(x−y, h)f(y, t−h)dy =

∫ t−h

0

∫
Rn

∂E

∂t
(x− y, t− τ)(f(y, τ)− f(x, τ))dydτ +

∫
Rn

E(x− y, h)f(y, t− h)dy

→
∫ t−h

0

∫
Rn

∂E

∂t
(x− y, t− τ)(f(y, τ)− f(x, τ))dydτ + f(x, t),

provided the integral exists, in which case we conclude that

∂w

∂t
(x, t) =

∫ t

0

∫
Rn

∂E

∂t
(x− y, t− τ)(f(y, τ)− f(x, τ))dydτ + f(x, t), (11.11)
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and similarly

∂2w

∂xi∂xj
(x, t) =

∫ t

0

∫
Rn

∂2E

∂xi∂xj
(x− y, t− τ)(f(y, τ)− f(x, τ))dydτ. (11.12)

It is straight forward to check that the derivation above is valid for functions which
are Hölder continuous in x, uniformly in x and t, i.e.

|f(x, t)− f(y, t)| ≤ C|x− y|α. (11.13)

Here as always the Hölder exponent α is assumed to be strictly beteen 0 and 1.
Using polarcoordinates centered at y = x, with r = |x − y| = 2s

√
t− τ , we see

that (11.13) implies that

|f(x, t)− f(y, t)| ≤ C|x− y|α = C(2s
√
t− τ)α, (11.14)

which makes the integral finite, whence (11.11) and like wise (11.12) are is valid.
Consequently the volume potential w of f is then a classical solution of Problem
(I), so that combined with the solution of the homogeneous Cauchy problem, we
can now formulate

11.1 Theorem Let u0 : R → R and f : R×[0, T ] → R be bounded and continuous,
and let f be uniformly Hölder continuous in x (11.13). Then{

ut = ∆u+ f x ∈ Rn, 0 < t ≤ T ;
u(x, 0) = u0 x ∈ Rn

has a bounded classical solution given by

u(x, t) =
∫

Rn

E(x− y, t)u0(y)dy +
∫ t

0

∫
Rn

E(x− y, t− τ)f(y, τ)dydτ.

We note that if f is Hölder continuous in t, we may also write

∂wh

∂t
(x, t) =

∫ t−h

0

∫
Rn

∂E

∂t
(x−y, t−τ)f(y, τ)dydτ+

∫
Rn

E(x−y, h)f(y, t−h)dy =

∫ t−h

0

∫
∂E

∂t
(x−y, t−τ)(f(y, τ)−f(y, t))dydτ+

∫
E(x−y, h)(f(y, t−h)−f(y, t))dy

→
∫ t

0

∫
Rn

∂E

∂t
(x− y, t− τ)(f(y, τ)− f(y, t))dydτ =

∂w

∂t
(x, t). (11.15)

Just as for the Newton potential, we have used Hölder continuity of f with respect
to x, to obtain that the volume potential of f has the desired continuous deriva-
tives, second order in x, and first order in t. Again this is not the optimal result,
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because a Hölder modulus of continuity is still lacking. To formulate the optimal
result we introduce some notation. For an arbitrary partial derivative

D = (
∂

∂t
)r(

∂

∂x1
)s1(

∂

∂x2
)s2 · · · ( ∂

∂xn
)sn , (11.16)

we shall say that the order of D is equal to

|D| = 2r + s1 + s2 + · · ·+ sn. (11.17)

In other words, time-derivatives are counted with a double weight. Let QT =
Ω × (0, T ] and let k be an integer. The space of all functions with bounded
continuous derivatives upto order k on QT is denoted by Ck(QT ) (this notation
differs from Notation 10.2). The norm on this space is

||u||k,QT
=

∑
|D|≤k

sup
(x,t)∈QT

|(Du)(x, t)|. (11.18)

For 0 < α < 1 we shall consider Hölder regularity of the highest order derivatives
with exponents α with respect to x, and α/2 with respect to t. This is done using
the seminorms

[u]α,QT
= sup

x,y∈Ω,0<s,t≤T

|u(x, t)− u(y, s)|
|x− y|α + |s− t|α/2

; [u]k+α,QT
=

∑
|D|=k

[Du]α,QT
,

(11.19)
and the norms

||u||k+α,QT
= ||u||k,QT

+ [u]k+α,QT
, k = 0, 1, 2, . . . (11.20)

The corresponding spaces Banach spaces are denoted by Ck+α(QT ).

11.2 Theorem Let f ∈ Cα(Rn × [0, T ]). Then the heat potential w defined by
(11.1) belongs to C2+α(Rn × [0, T ]). Moreover, the following estimate holds

||w||2+α,Rn×[0,T ] ≤ C(n, α)||f ||α,Rn×[0,T ]. (11.21)

Proof see [LSU, section IV.2].

We also mention the so-called double-layer potential

v(x, t) = −2
∫ t

0

∫
Rn−1

∂E(x′ − y′, xn, t− τ)
∂xn

g(y′, τ)dy′dτ, (11.21)
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which solves the following problem for the heat equation on a half space.
ut = ∆u x ∈ Rn

+, 0 < t ≤ T ;
u(x, 0) = 0 x ∈ Rn, xn ≥ 0;
u(x, t) = g(x′, t) x′ ∈ Rn−1, xn = 0, 0 < t ≤ T.

Here

Rn
+ = {x = (x′, xn) = (x1, x2, . . . , xn) ∈ Rn : x′ ∈ Rn−1, xn > 0},

and g is assumed to be bounded and integrable. Since for xn > 0 the singularity
of E falls outside the domain of integration it is clear from differentiating under
the integral sign, that v solves the heat equation. Evidently also v(x, 0) = 0.

11.3 Exercise Show that v(x, t) → g(x′0, t0) as (x, t) → (x′0, t0) in every point
(x′0, t0) ∈ Rn−1 × [0,∞) where g is continuous.

For v there is also a general estimate in terms of the Hölder norms.

11.4 Theorem Let g ∈ Cα(Rn−1 × [0, T ]). Then the double-layer potential v
defined by (11.21) belongs to Cα(Rn

+ × [0, T ]). Moreover, the following estimate
holds

||w||α,Rn
+×[0,T ] ≤ C(n, α)||g||

α,Rn−1
+ ×[0,T ]

. (11.22)

Proof see [LSU, section IV.2].

Finally we mention a similar estimate for the solution of the homogeneous Cauchy
problem.

11.5 Theorem Let u0 ∈ Cα(Rn). Then the solution u of (CP) defined by (11.5)
belongs to Cα(Rn × [0, T ]). Moreover

||u||α,Rn×[0,T ] ≤ C(n, α)||u0||α,Rn . (11.23)

Proof see [LSU, section IV.2].

Just as in the elliptic case these results are the starting point for a general existence
theory of classical solutions to (boundary) initial value problems for L defined
by (10.2). Sometime we shall write L(x, t) to emphasize the dependence of the
coefficients on x and t. We assume that L is a uniformly elliptic operator with
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Hölder continuous coefficients. We begin with the formulation of these results for
the Cauchy-Dirichlet problem on a bounded domain Ω ⊂ Rn.

(CD)

ut = Lu + f(x, t) x ∈ Ω, 0 < t ≤ T ;
u(x, 0) = u0(x) x ∈ Ω;
u(x, t) = Φ(x, t) x ∈ ∂Ω, 0 < t ≤ T.

Observe that in the corner points of QT = Ω × (0, T ], which are the points in
∂Ω×{0}, we can, assuming the the solution is smooth upto the parabolic boundary
ΓT = QT \QT , compute values of u and its derivatives by taking limits along
Ω×{0} or along the lateral boundary ST = ∂Ω×(0, T ]. This leads to compatibility
conditions whch have to be satisfied by u0 and Φ.

The zero order compatibility condition comes from the continuity of u. It reads

lim
t↓0

Φ(x0, t) = lim
x→x0

u0(x, 0) ∀x0 ∈ ∂Ω. (11.24)

The first order compatiblity condition follows from the partial differential equation,
which implies

lim
t↓0

∂Φ
∂t

(x0, t) = lim
x→x0

(L(x, 0)u0(x, 0) + f(x, 0)) ∀x0 ∈ ∂Ω. (11.25)

The higher order compatibility conditions are obtained from differentiating the
equation.

11.6 Theorem Let Ω ⊂ Rn be a bounded domain with ∂Ω ∈ C2+α and let L be a
uniform elliptic operator with coefficients aij , bi, c ∈ Cα(QT ) (0 < α < 1), let f ∈
Cα(QT ), let u0 ∈ Cα(Ω), and let Φ ∈ C2+α(QT ). If the compatibility conditions
(11.24) and (11.25) are satisfied, then problem (CD) has a unique solution u ∈
C2+α(QT ). Moreover

||u||2+α,QT
≤ C(||u0||2+α,Ω + ||Φ||2+α,QT

+ ||f ||α,QT
). (11.26)

The constant depends on QT , n, α and L.

11.7 Remark If one only takes u0 and Φ continuous and satisfying the zero order
compatibility condition (11.24), one still has a unique solution u ∈ C2(QT ) ∩
C(QT ). Continuity of f however is not sufficient, as is already indicated by our
discussion of the volume potential.

11.8 Remark Similar results hold for bounded solutions of the Cauchy problem,
where Ω = Rn and no lateral boundary conditions are imposed. In Theorem 11.6
simply erase all terms involving Φ to obtain the correct result for Ω = Rn. Note
that also the compatibility conditions disappear.
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Next we give existence results for semilinear problems, where the function f(x, t) is
replaced by a function f(x, t, u). As in the semilinear elliptic case we shall obtain
solutions from an application of Schauder’s fixed point theorem (Theorem A.36).
The idea is again to substitute a function v(x, t) for u in f(x, t, u) and solve (CD)
with f(x, t) replaced by f(x, t, v(x, t)). This will define a mapping T : v → u whose
fixed points are solutions to the semilinear problem. Let us make this precise.

11.9 Theorem In the context of Theorem 11.6 assume that on bounded subsets
of QT ×R the functions f and ∂f

∂u are uniformly Hölder continuous with respect to
x, t and u, respectively with exponents α, α/2 and 1 (i.e. Lipschitz continuous in
u). Also assume that the zero and first order compatibility conditions hold. The
latter now reads

lim
t↓0

∂Φ
∂t

(x0, t) = lim
x→x0

(L(x, 0)u0(x, 0) + f(x, 0, u0(x))) ∀x0 ∈ ∂Ω. (11.27)

Finally assume that
∂f

∂u
is bounded. (11.28)

Then problem (CD) with f replaced by f(x, t, u) has a unique solution u ∈
C2+α(QT ).

Proof The uniqueness follows from the results in the previous section. For exis-
tence we first assume that f is nonincreasing in u and that the coefficient c of the
zero order term in L is identically equal to zero. Writing

f(x, t, u) = f(x, t, 0) + g(x, t, u)u, (11.29)

where

g(x, t, u) =

{
f(x,t,u)−f(x,t,0)

u u 6= 0
∂f
∂u (x, t, 0) u = 0,

(11.30)

we have g ≤ 0. We will apply Schauder’s fixed point theorem to a sufficiently large
ball in the space X = Cα(QT ). For v ∈ X consider the problem

(Iv)

ut = Lu + g(x, t, v)u+ f(x, t, 0) x ∈ Ω, 0 < t ≤ T ;
u(x, 0) = u0(x) x ∈ Ω;
u(x, t) = Φ(x, t) x ∈ ∂Ω, 0 < t ≤ T.

By Theorem 11.6 this defines a map

T : X → X ; u = Tv. (11.31)

If A is a bound on the initial data |u0|, and B on the source term |f(x, t, 0)|,
then the functions u(x, t) = A+Bt and u(x, t) = −A−Bt are clearly super- and
subsolutions for (Iv). Hence

|u(x, t)| ≤ A+Bt. (11.32)
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Next we use the estimate (see [Friedman])

||u||α,QT
≤ C{sup

QT

|u|+ sup
QT

|f |}. (11.33)

Here the constant C depends on the boundary conditions.

As a consequence of (11.33) and (11.32) we have that T (X) is bounded. But then,
in view of (11.26), also ||u||2+α,QT

is bounded independent of v ∈ X. It follows
that, taking for A a large ball in X, the assumptions of Theorem A.36 are satisfied.
Hence there exists a fixed point of T , which belongs to C2+α(QT ) and is a solution
of our semilinear problem. This completes the proof for the particular case that
c ≡ 0 and f is nonincreasing.

The general case is first reduced to zero parabolic boundary data, and then, by
means of the transformation

z(x, t) = e−Atu(x, t),

reduced to the previous.

We conclude this session with a remark on the general existence/uniqueness re-
sult for quasilinear equations on a bounded domain with Dirichlet boundary data.
In fact the coefficients aij may be allowed to depend on x, t, u and ux. Here
ux = (ux1 , . . . , uxn

). The remaining terms of L are collected in one single term
b(x, t, u, ux). Provided the uniform ellipticity conditions and some additional
growth conditions are satisfied, one can obtain again the unique existence of a
classical solution. This can be found in Chapters 5 and 6 of [LSU]. The proofs
are basically continuation arguments to the linear theory and rely heavily on the
appropiate apriori (Schauder type) estimates.

12. Asymptotic behaviour of solutions to the semilinear heat equation

For a bounded domain with boundary ∂Ω ∈ C2,α we consider the problem

(P )


ut = ∆u+ f(u) in Q = Ω× (0,∞);
u = 0 on Γ = ∂Ω× (0,∞);

u = φ on Ω.

We shall be dealing with classical solutions, that is, solutions which satisfy at least
u ∈ C2,1(Q) ∩ C(Q). For sufficiently smooth f with f ′(u) bounded we have seen
(Remark 10.7) that (P) has a unique classical solution, provided the initial profile
φ is uniformly continuous on Ω, with φ = 0 on ∂Ω. To control the global behaviour
of solution orbits we make the assumption

∃M > 0 : |u| > M ⇒ uf(u) < 0.
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Thus large positive constants are supersolutions and large negative constants are
subsolutions. This implies that the solution is uniformly bounded.

We can view the map which assigns the solution u(·, t) at time t ≥ 0 to the function
φ as a continuous semigroup {T (t), t ≥ 0}, provided we choose an appropiate
Banach space to work in. This choice also depends on the Liapounov functional
for this problem, which is obtained from formally multiplying the equation by −ut

and integrating by parts over Ω. Writing F (u) =
∫ u

0
f(s)ds, this yields,

−
∫

Ω

u2
t = −

∫
Ω

ut∆u−
∫

Ω

f(u)ut =
∫

Ω

∂

∂t
(
1
2
|∇u|2 − F (u))

=
d

dt

∫
Ω

(
1
2
|∇u|2 − F (u)).

Hence the Liapounov functional should be

V (u) =
∫

Ω

(
1
2
|∇u|2 − F (u)).

Thus we need a little more regularity for u then just u ∈ C2,1(Q) ∩ C(Q).

We choose to work in the space

X = {φ ∈ C1(Ω), φ = 0 on ∂Ω}.

The following theorem then follows from the basic results on existence and unique-
ness of classical solutions.

12.1 Theorem Let {T (t) : X → X, t ≥ 0} be defined by φ → u(t), where
u(t) is the solution of Problem (P) with initial value φ. Then T is a continuous
semigroup on X, and every orbit ω(φ) is precompact. Moreover, the function V
defined above is a strict Liapounov functional for T . Thus the ω-limit set ω(φ)
of γ(φ) is nonempty, compact, connected, and consists of equilibria, on which the
function V takes the same value.

As a consequence of this theorem we have that, if the equilibria of (P) are isolated,
every solution stabilizes to an equilibrium.

Another question is: how fast does a solution stabilize to an equilibrium? This
is related to the principle of linearized stability. We consider an equilibrium v
of (P), and a solution u(x, t) of (P) with initial value φ ”close” to v. Writing
w(x, t) = u(x, t)− v(x), i.e. u = v + w, we obtain the equation

wt = ∆w + f(v(x) + w)− f(v(x))
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for w. Replacing the nonlinear part of this equation by the linear approximation
f ′v(x))w, we obtain the linear parabolic equation

wt = ∆w + qw, q(x) = f ′(v(x)),

for which we can try solutions of the form

w(x, t) = e−λtψ(x).

This leads us to the eigenvalue problem

(Eλ)

{
∆ψ + qψ = −λψ in Ω;
ψ = 0 on ∂Ω,

This eigenvalue problem allows a unique sequence of eigenvalues

λ1 < λ2 ≤ λ3 ≤ λ4 ↑ ∞,

and corresponding eigenfunctions

ψ1, ψ2, ψ3, ψ4 . . . ,

such that, upto scalar multiples of ψi, the only solutions of (Eλ) are the pairs

(λ1, ψ1), (λ2, ψ2), (λ3ψ3), (λ4, ψ4) . . .

The function ψ1 is strictly positive in Ω, and is the only eigenfunction which will
appear in the proofs below. Clearly the sign of λ1 will be important for the stability
of v. We shall prove that it actually determines the stability of v. First however
we introduce a new Banach space to work in.

Let e ∈ C2(Ω) be the solution of{
∆e = −1 in Ω;
e = 0 on ∂Ω.

Then e > 0 in Ω, and on the boundary ∂Ω we have for the normal derivative,
because of the boundary point lemma, that ∂e/∂ν < 0. We introduce the space

Y = Ce(Ω) = {u ∈ C(Ω) : ∃k > 0 : |u(x)| ≤ ke(x) ∀x ∈ Ω},

with corresponding norm

||u||e = inf{k > 0 : |u(x)| ≤ ke(x)∀ ∈ Ω}.

With this norm Y is a Banach space.
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12.2 Theorem Let v be an equilibrium for (P), and suppose that λ1 is the first
eigenvalue of the corresponding problem (Eλ). Then, if λ1 > 0, the equilibrium v
is asymptotically stable in the space Y , and moreover,

∃C > 0 ∀t ≥ 0 : ||φ− v||e < δ ⇒ ||T (t)φ− v||e ≤ Ce−λ1t.

If λ1 < 0, the equilibrium v is unstable.

Proof Suppose that λ1 > 0. Writing (λ, ψ) for (λ1, ψ1), we look for a supersolution
of the form

u(x, t) = v(x) + g(t)ψ(x),

with g(t) positive and decreasing. We compute

−ut + ∆u+ f(u) = −g′ψ + ∆v + g∆ψ + f(v + gψ) =

−g′ψ − f(v)− g(f ′(v) + λ)ψ + f(v + gψ) =

−g′ψ + gψ
(f(v + gψ)− f(v)

gψ
− f ′(v)− λ

)
=

(for some θ = θ(x) ∈ (0, 1))

−g′ψ + gψ
(
f ′(v + θgψ)− f ′(v)− λ

)
≤

φ(−g′ − λg + Cg2).

Thus, if g(t) is a solution of{
g′ = −λg + Cg2 for t > 0;
g(0) = µ > 0,

it follows that u is a supersolution. Now observe that for every 0 < µ < λ/C the
unique solution g(t) satisfies an estimate of the form

g(t) ≤ Ce−λ1t.

Thus the statement of the theorem now follows from the maximum principle,
provided we take

φ(x) ≤ v(x) + µψ(x).

This proves the asymptotic and exponential stablility from above.

The remainder of the proof is left as an exercise.

Appendix: Functional Analysis
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A. Banach spaces

A.1 Definition A real vector space X is called a real normed space if there exists
a map

‖ · ‖ : X → R+
,

such that, for all λ ∈ R and x, y ∈ X, (i) ‖x‖ = 0 ⇔ x = 0; (ii) ‖λx‖ = |λ| ‖x‖;
(iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖. The map ‖ · ‖ is called the norm.

A.2 Definition Suppose X is a real normed space with norm ‖ · ‖, and that ||| · |||
is also a norm on X. Then ‖ · ‖ and ||| · ||| are called equivalent if there exist
A,B > 0 such that for all x ∈ X

A‖x‖ ≤ |||x||| ≤ B‖x‖.

A.3 Notation BR(y) = {x ∈ X : ‖x− y‖ < R}.

A.4 Definition Let S be a subset of a normed space X. S is called open (⇔ X\S
is closed) if for every y ∈ S there exists R > 0 such that BR(y) ⊂ S. The open
sets form a topology on X, i.e. (i) ∅ and X are open; (ii) unions of open sets are
open; (iii) finite intersections of open sets are open.

A.5 Remark Equivalent norms define the same topology.

A.6 Definition Let X be a normed space, and (xn)∞n=1 ⊂ X a sequence. Then
(xn)∞n=1 is called convergent with limit x ∈ X (notation xn → x) if ‖xn − x‖ → 0
as n → ∞. If ‖xn − xm‖ → 0 as m,n → ∞, then (xn)∞n=1 is called a Cauchy
sequence.

A.7 Definition A normed space X is called a Banach space if every Cauchy
sequence in X is convergent.

A.8 Theorem (Banach contraction theorem) Let X be a Banach space and T :
X → X a contraction, i.e. a map satisfying

‖Tx− Ty‖ ≤ θ‖x− y‖ ∀x, y ∈ X,

for some fixed θ ∈ [0, 1). Then T has a unique fixed point x ∈ X. Moreover, if
x0 ∈ X is arbitrary, and (xn)∞n=1 is defined by

xn = Txn−1 ∀n ∈ N,
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then xn → x as n→∞.

A.9 Definition Let X and Y be normed spaces, and T : X → Y a linear map,
i.e.

T (λx+ µy) = λTx+ µTy for all λ, µ ∈ R and x, y ∈ X.

Then T is called bounded if

‖T‖ = sup
0 6=x∈X

‖Tx‖Y

‖x‖X
<∞.

The map T → ‖T‖ defines a norm on the vector space B(X,Y ) of bounded linear
maps T : X → Y , so that B(X,Y ) is a normed space. In the case that Y = R, the
space X∗ = B(X,R) is called the dual space of X.

A.10 Theorem Let X be a normed space and Y a Banach space. Then B(X,Y )
is also a Banach space. In particular every dual space is a Banach space.

Many problems in linear partial differential equations boil down to the question
as to whether a given linear map T : X → Y is invertible.

A.11 Theorem Let X and Y be Banach spaces, and let T ∈ B(X,Y ) a bijection.
Then T−1 ∈ B(Y,X).

A.12 Theorem (method of continuity) Let X be a Banach space and Y a normed
space, and T0 and T1 ∈ B(X,Y ). For t ∈ [0, 1] let Tt ∈ B(X,Y ) be defined by

Ttx = (1− t)T0x+ tT1x.

Suppose there exists C > 0 such that

‖x‖X ≤ C‖Ttx‖Y ∀x ∈ X.

Then T0 is surjective if and only if T1 is surjective, in which case all Tt are invertible
with

T−1
t ∈ B(Y,X) and ‖T−1

t ‖ ≤ C.

A.13 Definition Let X,Y be normed spaces, and T ∈ B(X,Y ). The adjoint T ∗

of T is defined by
T ∗f = f ◦ T ∀f ∈ Y ∗,

i.e.
(T ∗f)(x) = f(Tx) ∀x ∈ X.
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A.14 Remark Observe that if X = Y and I is the identity on X, then I∗ is the
identity on X∗.

A.15 Theorem Let X,Y be Banach spaces and T ∈ B(X,Y ). Then T ∗ ∈
B(Y ∗, X∗) and

‖T‖B(X,Y ) = ‖T ∗‖B(Y ∗,X∗).

A.15 Definition Let X,Y be normed spaces and T ∈ B(X,Y ). Then T is called
compact if, for every bounded sequence (xn)∞n=1 ⊂ X, the sequence (Txn)∞n=1 con-
tains a convergent (in Y ) subsequence. The linear subspace of compact bounded
linear maps is denoted by K(X,Y ).

A.16 Theorem Let X be a normed space and Y a Banach space. Then K(X,Y )
is a closed linear subspace of B(X,Y ). Furthermore: T ∈ K(X,Y ) ⇔ T ∗ ∈
K(Y ∗, X∗).

In all practical cases one can only verify that T ∈ K(X,Y ) if Y is Banach, because
then it suffices to extract a Cauchy sequence from (Txn)∞n=1.

A.17 Definition Let X be a normed space and M ⊂ X. Then

M⊥ = {f ∈ X∗ : f(x) = 0 ∀x ∈M}.

A.18 Definition Let X,Y be vector spaces, and T : X → Y linear. Then

N(T ) = {x ∈ X : Tx = 0} (kernel of T ),

R(T ) = {y ∈ Y : ∃x ∈ X with Y = Tx} (range of T ).

Clearly these are linear subspaces of X and Y respectively.

A.18 Definition Let X be a normed space and M ⊂ X∗. Then

⊥M = {x ∈ X : f(x) = 0 ∀f ∈M}.

A.19 Theorem (Fredholm alternative) LetX be a Banach space and T ∈ K(X) =
K(X,X). Let I ∈ B(X) = B(X,X) denote the identity. Then

(i) dimN(I − T ) = dimN(I∗ − T ∗) <∞;

(ii) R(I − T ) =⊥ N(I∗ − T ∗) is closed;
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(iii) N(I − T ) = {0} ⇔ R(I − T ) = X.

Thus I − T has properties resembling those of matrices.

A.20 Definition Let X be a Banach space and T ∈ B(X). Then

ρ(t) = {λ ∈ R : T − λI is a bijection}

is called the resolvent set of T , and σ(T ) = R\ρ(T ) the spectrum of T . A subset
of the spectrum is

σE(T ) = {λ ∈ σ(T ) : λ is an eigenvalue of T} = {λ ∈ R : N(T − λI) 6= {0}}.

A.21 Theorem Let X be a Banach space and T ∈ K(X). Then

(i) σ(T ) ⊂ [−‖T‖, ‖T‖] is compact;

(ii) dimX = ∞ ⇒ 0 ∈ σ(T );

(iii) σ(T )\{0} ⊂ σE(T );

(iv) either σ(T )\{0} is finite or σ(T )\{0} consists of a sequence converging to zero.

A.22 Definition Let X be a vector space. A convex cone in X is a set C ⊂ X
with

λx+ µy ∈ C ∀λ, µ ∈ R+ ∀x, y ∈ C.

A.23 Theorem (Krein-Rutman) Let X be a Banach space and C ⊂ X a closed
convex cone with

intC 6= ∅ and C ∩ (−C) = {0}.

Suppose T ∈ K(X) satisfies

T (C\{0}) ⊂ intC.

Then λ = supσ(T ) is the only eigenvalue with an eigenvector in C, and its multi-
plicity is one.

A.24 Theorem Let X,Y,X be Banach spaces, and T ∈ B(X,Y ), S ∈ B(Y, Z).
If T ∈ K(X,Y ) or S ∈ K(Y, Z), then S ◦ T ∈ K(X,Z).

A.25 Definition Let X be a normed space. The weak topology on X is the
smallest topology on X for which every f ∈ X∗ is a continuous function from X
to R (with respect to this topology).
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The weak topology is weaker then the norm topology, i.e. every norm open set is
also weakly open. If X is finite dimensional, the converse also holds, but never if
dimX = ∞.

A.26 Notation In every topology one can define the concept of convergence. For
xn converging to x in the weak topology we use the notation xn ⇀ x.

A.27 Proposition Let X be a Banach space, and (xn)∞n=1 a sequence in X. Then

(i) xn ⇀ x ⇔ f(xn) → f(x) ∀f ∈ X∗;

(ii) xn ⇀ x⇒ ‖x‖ is bounded and ‖x‖ ≤ lim infn→∞ ‖xn‖.

A.28 Theorem Let X be a Banach space, and K ⊂ X a convex set, i.e. λx +
(1 − λ)y ∈ K ∀x, y ∈ K ∀λ ∈ [0, 1]. Then K is weakly closed if and only if K is
norm closed.

A.29 Notation Let X be a normed space, x ∈ X and f ∈ X∗. Then we shall
frequently write < f, x >= f(x). Thus < ·, · >: X∗×X → R. Note that for every
fixed x ∈ X this expression defines a function from X∗ to R.

A.30 Definition The weak∗ topology on X∗ is the smallest topology for which
all x ∈ X considered as functions from X∗ to R are continuous.

A.31 Notation For convergence in the weak∗ topology we write fn
∗
⇀f , and again

this is equivalent to < fn, x >→< f, x > for all x ∈ X. The importance of the
weak∗ topology lies in

A.32 Theorem (Alaoglu) Let X be a Banach space. Then the closed unit ball
in X∗ is compact in the weak∗ topology.

A.33 Definition A Banach space X is called reflexive if every ϕ ∈ (X∗)∗ is of
the form

ϕ(f) = f(x) =< f, x > ∀f ∈ X∗

for some x ∈ X.

A.34 Corollary Let X be a separable reflexive space. Then every bounded
sequence in X has a weakly convergent subsequence.

A.35 Theorem (Schauder’s fixed point theorem, first version) Let X be a Banach
space, let A ⊂ X be convex and compact, and let T : A → A be a continuous
mapping. Then T has at least one fixed point.
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Proof Since A is compact, we can, given any integer k, make a covering of A with
finitely many balls B1, B2, . . . , BN with radius 1

k . The centers of these balls are
denoted by x1, x2, . . . , xN . Let Ak be the convex hull of these points, i.e. the set
of all convex combinations. This is a subset of A because A is convex.

For any x ∈ A let di = d(x,A−Bi) (here d stands for distance). Then di = 0, unless
x ∈ Bi. With this observation in mind, we define a continuous map Jk : A→ Ak

by the convex combination

Jk(x) =
∑n

i=1 dixi∑n
i=1 di

.

Next we observe that Brouwer’s fixed point theorem applies to Ak, because Ak is
the convex hull of a finite number of points. Thus the composition Jk · T , which
takes Ak to itself, must have a fixed point xk.

Since the construction of Jk implies that ||Jk(x)− x|| < 1
k , it follows that

||T (xk)− xk|| = ||T (xk)− Jk(T (xk))|| < 1
k
.

By compactness we can then conclude that a subsequence of (xk) converges to a
fixed point of T .

A.36 Theorem (Schauder’s fixed point theorem, second version) Let X be a
Banach space, and let A ⊂ X be convex and closed. Moreover, let T : A→ A be
a continuous mapping with the property that T (A) is precompact in X. Then T
has at least one fixed point in A.

Proof Exercise.

B. Hilbert spaces

B.1 Definition Let H be a (real) vector space. A function

(·, ·) : H ×H → R

is called an inner product if, for all u, v, w ∈ H and for all λ, µ ∈ R, (i) (u, u) ≥ 0,
and (u, u) = 0 ⇔ u = 0; (ii) (u, v) = (v, u); (iii) (λu+ µv,w) = λ(u,w) + µ(v, w).

B.2 Remark Any inner product satisfies

|(u, v)| ≤
√

(u, u)(v, v) ∀u, v ∈ H, (Schwartz)
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and also √
(u+ v, u+ v) ≤

√
(u, u) +

√
(v, v) ∀u, v ∈ H.

Consequently, ‖u‖ =
√

(u, u) defines a norm on H, called the inner product norm.

B.3 Definition If H is a Banach space with respect to this inner product norm,
then H is called a Hilbert space.

B.4 Theorem For every closed convex subset K of a Hilbert space H, and for
every f ∈ H, there exists a unique u ∈ K such that

‖f − u‖ = min
v∈K

‖f − v‖,

or, equivalently,
(f − u, v − u) ≤ 0 ∀v ∈ K.

Moreover the map PK : f ∈ H → u ∈ K is contractive in the sense that

‖PKf1 − PKf2‖ ≤ ‖f1 − f2‖.

B.5 Theorem (Riesz) For fixed f ∈ H define ϕ ∈ H∗ by

ϕ(v) = (f, v) ∀v ∈ H.

Then the map f → ϕ defines an isometry between H and H∗, which allows one
to identify H and H∗.

B.6 Corollary Every Hilbert space is reflexive. In particular bounded sequences
of Hilbert spaces have weakly convergent subsequences.

B.7 Theorem Let H be a Hilbert space, and M ⊂ H a closed subspace. Let

M⊥ = {u ∈ H : (u, v) = 0 ∀v ∈M}.

Then H = M ⊕M⊥, i.e. every w ∈ H can be uniquely written as

w = u+ v, u ∈M, v ∈M⊥.

B.8 Definition Let H be a Hilbert space. A bilinear form A : H × H → R is
called bounded if, for some C > 0,

|A(u, v)| ≤ C‖u‖ ‖v‖ ∀u, v ∈ H,
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coercive if, for some α > 0,

A(u, u) ≥ α‖u‖2 ∀u ∈ H,

and symmetric if
A(u, v) = A(v, u) ∀u, v ∈ H.

B.9 Remark A symmetric bounded coercive bilinear form on H defines an equiv-
alent inner product on H.

B.10 Theorem (Stampacchia) Let K be a closed convex subset of a Hilbert space
H, and A : H ×H → R bounded coercive bilinear form. Let ϕ ∈ H∗. Then there
exists a unique u ∈ K such that

A(u, v − u) ≥ ϕ(v − u) ∀v ∈ K.

Moreover, if A is also symmetric, then u is uniquely determined by

1
2
A(u, u)− ϕ(u) = min

v∈K

{1
2
A(v, v)− ϕ(v)

}
.

B.11 Corollary (Lax -Hilgram) Under the same conditions there exists a unique
u ∈ H such that

A(u, v) = ϕ(v) ∀v ∈ H.

Moreover, if A is symmetric, then u is uniquely determined by

1
2
A(u, u)− ϕ(u) = min

v∈H

{1
2
A(v, v)− ϕ(v)

}
.

Proof of Theorem B.10 Let (Riesz) ϕ correspond to f ∈ H. Fix u ∈ H. Then
the map v → A(u, v) belongs to H∗. Thus, again by the Riesz Theorem, there
exists a unique element in H, denoted by Âu, such that

A(u, v) = (Âu, v).

Clearly ‖Âu‖ ≤ C‖u‖, and (Âu, u) ≥ α‖u‖2 for all u ∈ H. We want to find u ∈ K
such that

A(u, v − u) = (Âu, v − u) ≥ (f, v − u) ∀v ∈ K.

For ρ > 0 to be fixed later, this is equivalent to

(ρf − ρÂu+ u− u, v − u) ≤ 0 ∀v ∈ K,
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i.e.
u = PK(ρf − ρÂu+ u).

Thus we have to find a fixed point of the map S defined by

S : u→ PK(ρf − ρÂu+ u),

so it suffices to show that S is a strict contraction. We have,

‖Su1 − Su2‖ = ‖PK(ρf − ρÂu1 + u1)− PK(ρf − ρÂu2 + u2)

≤ ‖(u1 − u2)− ρ(Âu1 − Âu2)‖,

so that

‖Su1 − Su2‖2 ≤ ‖u1 − u2‖2 − 2ρ(Âu1 − Âu2, u1 − u2) + ρ2‖Âu1 − Âu2‖2

≤ ‖u1 − u2‖2(1− 2ρα+ ρ2C2).

Thus for ρ > 0 sufficiently small, S is a strict contraction, and has a unique fixed
point. This completes the first part of the theorem.

Next, if A is symmetric, then by Remark B.9 above and Riesz’ theorem, there is
a unique g ∈ H such that

ϕ(v) = A(g, v) ∀v ∈ H.

So we must find u such that A(g − u, v − u) ≤ 0 ∀v ∈ K, i.e. u = PKg, if we
replace the scalar product by A(·, ·), or, equivalently, u ∈ K is the minimizer for

min
v∈K

A(g − v, g − v)
1
2 = (min

v∈K
A(g, g) +A(v, v)− 2A(g, v))

1
2 .

B.12 Definition Let H be a Hilbert space. Then T ∈ B(H) is called symmetric
if

(Tx, y) = (x, Ty) ∀x, y ∈ H.

B.13 Definition A Hilbert space H is called separable if there exists a countable
subset S ⊂ H such that for every x ∈ H there exists a sequence (xn)∞n=1 ⊂ S with
xn → x.

B.14 Theorem Every separable Hilbert space has a orthonormal Schauderbasis
or Hilbert basis, i.e. a countable set {ϕ1, ϕ2, ϕ3, . . .} such that

(i) (ϕi, ϕj) = δij ;
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(ii) every x ∈ H can be written uniquely as

x = x1ϕ1 + x2ϕ2 + x3ϕ3 + . . . ,

where x1, x2, x3, . . . ∈ R. Moreover,

‖x‖2 = x2
1 + x2

2 + x2
3 + . . . ,

and xi = (x, ϕi).

B.14 Theorem Let H be a Hilbert space, and T ∈ K(H) symmetric. Then H has
a Hilbert basis {ϕ1, ϕ2, ...} consisting of eigenvectors corresponding to eigenvalues
λ1, λ2, λ3, . . . ∈ R with

|λ1| ≥ |λ2| ≥ |λ3| ≥ . . . ↓ 0,

and such that

|λ1| = sup
0 6=x∈H

| (Tx, x)
(x, x)

| = | (Tϕ1, ϕ1)
(ϕ1, ϕ1)

|;

|λ2| = sup
0 6=x∈H
(x,ϕ1)=0

| (Tx, x)
(x, x)

| = | (Tϕ2, ϕ2)
(ϕ2, ϕ2)

|;

|λ3| = sup
0 6=x∈H

(x,ϕ)=(x,ϕ2)=0

| (Tx, x)
(x, x)

| = | (Tϕ3, ϕ3)
(ϕ3, ϕ3)

|,

etcetera. Moreover, if ψ ∈ H satisfies (ψ,ϕ1) = (ψ,ϕ2) = . . . = (ψ,ϕn) = 0, and
(Tψ, ψ) = λn+1(ψ,ψ), then ψ is an eigenvector for λn+1.

C. Continous semigroups and Liapounov functionals

In this section we discuss an abstract framework which serves as a tool to establish
stabilization of solutions to evolution equations for large times.

C.1 Definition Let X be a normed space. Then a one-parameter family of
mappings {T (t) : X → X, t ≥ 0}, T for short, is called a continuous semigroup
on X if: (i) T (0) is the identity; (ii) T (t+s) = T (t)T (s) ∀t, s ≥ 0; (iii) for all fixed
φ ∈ X the map t→ T (t)φ is continuous from [0,∞) toX; (iv) for all fixed t ≥ 0 the
map φ→ T (t)φ is continuous from X into itself. The set γ(φ) = {T (t)φ, t ≥ 0}
is called the orbit through φ. The ω-limit set of γ(φ), denoted by ω(φ), is the set
of all limit points of sequences (T (tn)φ, n = 1, 2, . . .) in X with tn →∞.

We note that an orbit γ(φ) converges to an element χ in X if and only if the
corresponding ω-limit set ω(φ) is the singleton {χ}. Such an element is easily seen
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to satisfy T (t)χ = χ for all t ≥ 0, i.e. χ is an equilibrium for T . Thus our ultimate
goal is to find conditions guaranteeing that ω(φ) consists of one single equilibrium.

C.2 Theorem Let T be a continuous semigroup on a normed space X. For
every φ in X, the semigroup leaves ω(φ) invariant. Moreover, if the orbit γ(φ) is
precompact, then ω(φ) is nonempty, compact, and connected.

Proof Clearly ω(φ) is invariant, because for ψ = limn→∞ T (tn)φ we have T (t)ψ =
T (t) limn→∞ T (tn)φ = limn→∞ T (t)T (tn)φ = limn→∞ T (t+ tn)φ ∈ ω(φ).

By the compactness assumption ω(φ) is nonempty. Moreover, ω(φ) is contained
in its own (compact) closure. Hence ω(φ) will be compact if it can be shown to be
closed. So suppose that (ψn, n = 1, 2, . . .) is a sequence in ω(φ), which converges
to some limit ψ ∈ X. By definition there exists for every n a tn > n such that
||T (tn)φ−ψn|| < 1/n. Hence ||T (tn)φ−ψ|| < 1/n+ ||ψ−ψn|| → 0. Since tn →∞,
it follows that ψ belongs to ω(φ). Therefore ω(φ) is closed.

Finally we show that ω(φ) is connected. Arguing by contradiction we suppose
that ω(φ) is contained in the union of two disjoint open sets A and B, both having
nonempty intersection with ω(φ). Thus there exist two sequences an → ∞ and
bn → ∞ such that T (an)φ converges to a limit in A, and T (bn)φ to a limit in B.
Since the map t → T (t)φ is continuous, it follows that there must be a sequence
tn → ∞, with tn between an and bn, such that T (tn)φ, and hence also the limit
points of this latter sequence, belong neither to A nor B. By assumption, there
exists at least one such limit point. However, A ∪ B was supposed to contain all
the limitpoints, a contradiction.

This completes the proof.

C.3 Definition Let T be a continuous semigroup on a normed space X. A
function V : X → R is called a Liapounov functional for T , if for every φ in X
the function t→ V (T (t)φ) is nonincreasing on [0,∞). If it is strictly decreasing in
every point t = t0 unless T (t0)φ is an equilibrium, V is called a strict Liapounov
functional.

Here a function f : [0,∞) → R is understood to be strictly decreasing in t = t0 if
there exists a δ > 0 such that t0 < t < t0 + δ implies that f(t) < f(t0).

C.4 Theorem Let T be a continuous semigroup on a normed space X, and
suppose that V : X → R is a continuous Liapounov functional for T . Then V is
constant on every (possibly empty) ω-limit set ω(φ). If V is also a strict Liapounov
functional, ω(φ) consists only of equilibria.

Proof For some fixed φ ∈ X assume that ω(φ) contains at least two elements
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ψ and χ. Then there exist sequences tn → ∞ and sn → ∞, sn > tn for all n,
such that T (tn)φ → ψ and T (sn)φ → χ. But then V (χ) = V (limT (sn)φ) =
limV (T (sn)φ) ≤ limV (T (tn)φ) = V (limT (tn)φ) = V (ψ). Since we can inter-
change the role of ψ and χ, it follows that V is constant on ω(φ). The second part
of the theorem is now immediate.

C.5 Theorem Let T be a continuous semigroup on a normed space X, suppose
that V : X → R is a continuous strict Liapounov functional for T , and suppose
that for some φ ∈ X, the orbit γ(φ) is precompact. Then, if the equilibria of T
are all isolated, T (t)φ converges to an equilibrium as t→∞.

Proof Exercise. Hint: assume that ω(φ) contains more than one element and
derive a contradiction.

C.6 Definition Let T be a continuous semigroup on a normed space X. An
equilibrium χ of T is called stable if

∀ε > 0 ∃δ > 0 ∀t ≥ 0 : ||φ− χ|| < δ ⇒ ||T (t)φ− χ|| < ε.

If in addition
||φ− χ|| < δ ⇒ ||T (t)φ− χ|| → 0,

then χ is called asymptotically stable. If χ is not stable, then it is called unstable.
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