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Chapter 1

Introduction

Algorithms are everywhere. Imagine the day of a millennial in Amsterdam. The
shortest route is shown on their phone, the ‘recommended for you’ music list
plays on their headphones while they head off to an appointment with the bank
for their mortgage. Without realizing it, they have come across three different al-
gorithms already in the early morning, and they are no exception. People’s lives
are intertwined with algorithms nowadays, with some algorithms more promi-
nently present than others. Moreover, the word ‘algorithm’ has also become a
part of people’s lives, almost anyone has heard of it. We think the book Introduc-
tion to Algorithms by Cormen et al. [2022], often bestowed the title ‘algorithm
bible’, rightfully claims that the word algorithm appears somewhere in the news
seemingly every day. By the Oxford English Dictionary [2024], an algorithm is
defined as a set of rules that must be followed when solving a particular problem,
which allows a great length of flexibility. This thesis showcases this flexibility of
algorithms: we use a variation of techniques to address several problems, ranging
from theoretical problems to practical real-world planning puzzles.

The algorithms that we consider in this thesis are designed to solve combina-
torial optimization problems. With the example of determining the shortest route
to the appointment at the bank in mind, let us digest what it actually means to
find a solution to an optimization problem. A solution represents some plan or
set of decisions. In the example, a solution is defined as one of the possible routes
from our location to the appointment. We say that a solution is feasible if it sat-
isfies the conditions for being a valid solution to the optimization problem. We
need for example that the route starts at our location and ends at the location
of the appointment, otherwise the solution is useless. To decide if one solution is
better than another, we introduce an objective. An objective function quantifies
the quality of each solution. It can be regarded as a cost function, which indicates
the quality or cost of each solution in a single number, the objective value. In the
routing example, the objective value of a solution can be defined as the length of
the route. An instance of an optimization problem is defined by a set of feasible
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solutions and an objective function. The goal of an optimization problem is to
find a feasible solution such that there exists no other feasible solution that has a
better objective value. We call this solution an optimal solution. To accomplish
this goal, we need algorithms. An algorithm takes an instance of an optimization
problem as input and returns a solution. In the example, an algorithm would
take the road network as input and would output a route that leads you from
your location to the appointment.

Now, we question ourselves what defines a good algorithm. This thesis ex-
plores three possible criteria for answering that question. The first criterion checks
whether an algorithm finds the right solutions, i.e., if it always returns a feasible
solution to the optimization problem. In most cases, we would only accept an
algorithm that finds feasible solutions. However, sometimes, especially when it
is hard to find feasible solutions, it might also be interesting to consider slightly
infeasible solutions.

The second scale along which we can measure how well an algorithm works
is the quality of the computed solutions, that is, does an algorithm return a
good, or even the best, solution? Some algorithms are guaranteed to find the
optimal solution. In the shortest path example, that means the algorithm would
return the shortest route, guaranteeing that the distance of any other route to
the appointment cannot be shorter. In practice, a solution with an objective
value close to the optimal solution’s objective is often satisfactory, and usually
easier to compute. Therefore, there also exist algorithms with weaker guarantees,
like algorithms for which any returned solution has an objective value that is
only a bounded factor worse than the optimal. In the routing example, this
would mean that the algorithm returns a route together with a guarantee that
the optimal route is, for example, at most 5% shorter than the returned route.
Algorithms with guarantees like that are called approzimation algorithms. There
are also algorithms that do not offer any guarantee on the solution value, called
heuristics. Heuristics aim to find satisfactory solutions, often by simplifying the
problem, making educated guesses, or following rules of thumb. For example, if
you know your destination in the routing problem is north of you, a heuristic
solution can be computed by taking the road that points in that direction at
every crossroad. Even though this could lead to a sensible solution, there is no
guarantee about the length of this route compared to the optimal one. Oftentimes,
heuristics run faster than algorithms with performance guarantees, since it is not
required to prove any optimality guarantee.

That leads us to the third way of assessing an algorithm: time. That is, can an
algorithm find a solution fast? The time that an algorithm runs can be measured
in multiple ways. A straightforward procedure would be to measure the number of
seconds that an algorithm takes. Even though this method is pragmatic and easy
to measure, unfortunately, it is also machine-dependent and makes comparisons
between machines hard. A more robust way to measure algorithm times is to
count the number of elementary operations a computer would need to run the
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Figure 1.1: Paradigm 1: a combinatorial problem is solved with machine learning
directly from the input instance.

algorithm. Often, we consider an asymptotic lower bound for the number of
operations an algorithm would need to solve a worst-case instance, measured
in the input size. However, considering the worst-case instance might give a
pessimistic view of the running time, so sometimes it also makes sense to consider
the running time of an average-case instance. If the number of computing steps
that an algorithm takes is a polynomial in the size of the problem input, we say
that an algorithm runs in polynomial time, or the algorithm is efficient. Intuitively
this means that the running time of the algorithm grows polynomially whenever
the problem size grows. In contrast, if the running time is for example exponential
in the input size, the running time might increase significantly whenever large
instances need to be solved. Sometimes the search for a polynomial algorithm
remains unfruitful and you might be better off proving that the problem at hand
is too hard to expect an efficient algorithm. In this case, you might be able to
prove that the problem is at least as hard as a lot of well-studied problems, namely
the set of NP-hard problems. This is a large set of problems that are considered
hard, meaning that no polynomial time algorithm is known for any of them, and
moreover, would an algorithm be known for a single one of these problems, all
problems in the class can be solved in polynomial time.

Machine Learning for Combinatorial Algorithms. To summarize, this
thesis studies how we can improve algorithms in order to perform their job right,
well, and fast. In three chapters of this thesis, we try to improve algorithms along
these measures by enhancing them with machine learning (ML) techniques. Ma-
chine learning focuses on teaching computers to perform specific tasks based on
algorithms and statistical models. Instead of executing exact instructions, ma-
chine learning models learn patterns from data or experience. Machine learning
and, more generally, artificial intelligence, have made a huge rise recently. In
fact, this rise is probably the reason why many people have heard of algorithms
nowadays. Success stories include contributions to health care, natural language
processing, image recognition, board games, etc. (see, e.g., [Chugh et al., 2021,
Lu and Weng, 2007, Otter et al., 2020, Qayyum et al., 2020, Silver et al., 2018,
2017)).

We believe that the combinatorial optimization community can benefit from
the recent advances in machine learning by integrating algorithms from both
fields. Combining machine learning and optimization algorithms is a hot topic,
and can be approached in many different ways. An overview is given by Bengio
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Figure 1.2: Paradigm 2: machine learning is consulted once by a combinatorial
algorithm.

Combinatorial
Algorithm

Instance Solution

Machine Learning
Decision

Figure 1.3: Paradigm 3: machine learning is consulted repetitively by a combi-
natorial algorithm.

et al. [2021], who distinguish three different paradigms of combinations between
ML and combinatorial optimization. The first of these paradigms, schematically
shown in Figure 1.1, is to leverage machine learning to solve combinatorial op-
timization problems directly from the input instance. As opposed to this first
paradigm, in which ML replaces the combinatorial algorithm, the second and
third paradigms use ML predictions alongside combinatorial methods. Paradigm
2 consults a machine learning prediction a single time, as schematically shown in
Figure 1.2, and paradigm 3 consults machine learning predictions repetitively, as
schematically shown in Figure 1.3.

We can use the classification by Bengio et al. [2021] to illustrate what we
believe are the limitations and possibilities of using ML predictions to solve com-
binatorial problems. We believe it is a rather demanding task for an ML model
to solve a combinatorial problem directly from the instance, as is expected from
algorithms that follow the first paradigm. Moreover, we believe that these algo-
rithms do not leverage the power of known combinatorial algorithms. In some
sense, you could argue that designing these algorithms is like reinventing the
wheel. We therefore believe that the impact of ML on combinatorial algorithms
is limited if an algorithm follows the first paradigm.

On the contrary, we believe there is much potential in algorithms that follow
the second and third paradigms. For many combinatorial problems, well-working
algorithms without ML already exist. We believe ML predictions can improve
these algorithms even further by replacing subroutines in them with new ML



techniques. In this way, we can exploit some of the existing qualities of combi-
natorial algorithms, while improving designated tasks within the algorithm with
ML, resulting in a well-working interplay between ML and combinatorial algo-
rithms. In this thesis, we study the impact of ML on combinatorial algorithms
following the second and third paradigms both from a practical and a theoretical
point of view.

On the practical side, we study which tasks in an existing algorithm can be
identified to be replaced with ML. Specifically, ML can have a great impact on
tasks that benefit from learning from data or experience. Next to identifying the
suitable subroutines in existing algorithms, we study how the ML model should
be trained. In ML, it is crucial to learn from the right data, and it turns out
that if ML is used alongside a combinatorial algorithm, it is not straightforward
which data samples should be learned from. In this thesis, we present guidelines
and techniques that advise how to train ML models when they are used alongside
combinatorial algorithms.

On the theoretical side, we distinguish three properties, which are defined
to measure the impact of ML predictions in combinatorial algorithms. First,
consistency expresses how an algorithm behaves in case of perfect predictions,
i.e., if the predictions are error-free. The consistency therefore indicates the
potential of using ML predictions in an algorithm. Second, robustness expresses
how the algorithm behaves if the predictions are arbitrarily bad. It is used to
measure how much the algorithm degrades by incorrect or imprecise predictions.
Lastly, we study the behavior of an algorithm given that predictions are within
an error of n, for a suitably defined error parameter 7.

Practice versus Theory. All problems considered in this thesis are motivated
by practical applications. However, this does not prevent us from considering
these applications through a theoretical lens. I.e., next to studying well-working
algorithms for practical problem instances, we aim to find algorithms with prov-
able properties. We give some examples of results presented in this thesis that
highlight the different viewpoints that we take. On the one hand, we show in
this thesis that ML can speed up practical algorithms for real-world problems by
exploiting patterns in the data. On the other hand, we show theoretical bounds,
as defined earlier, for using ML in classical shortest-path algorithms. On one side,
we show how to exploit the characteristics of specific instances of NP-hard prob-
lems to solve them to optimality in tractable time, but on the other side, we prove
that there is an algorithm for the same problem that computes solutions that are
arbitrarily close to the optimal solution with an arbitrarily small violation of the
constraints. We believe it is important to consider the theoretical perspective
for practical applications because the gained insights give solid reasons and more
intuition on why and how methods work. In the remainder of this introduction,
we introduce the practical applications addressed in this thesis and elaborate on
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the research questions that we aim to answer.

SSMTSP. Imagine you arrive in a new city and want to go to a supermarket,
but you do not prefer any supermarket over the other. You want to find the route
to the closest supermarket since you are in a rush. Formally, this problem can be
defined as finding the shortest path from a given source node to any of several
designated target nodes in a given directed graph with non-negative edge weights.
It is known as the single-source many-targets shortest-path problem (SSMTSP).

There exist algorithms for this problem that run in polynomial time and
guarantee to find an optimal solution, if it exists. For example, the classical
shortest-path algorithm for the single-source single-target shortest-path problem
by Dijkstra [1959] can be used to solve the SSMTSP, and an improved version
tailored to many targets is presented by Bast et al. [2003]. During the execution
of this latter algorithm, the value of the best-known shortest path to any of the
target locations is maintained. This solution is stored and updated not only to
return it upon the algorithm’s completion but also to accelerate the optimization
process. Specifically, any other path encountered during scanning that is longer
than the best-known solution can safely be discarded, ultimately speeding up the
optimization. Clearly, the sooner such a solution is found the better, since this
allows for more paths to be discarded.

We study if it is possible to predict the length of the shortest path after just a
few iterations and use this prediction as a best-known solution value; discarding
any encountered longer path during scanning the graph. Since we want to keep the
guarantee of returning an optimal solution, a problem arises when a prediction is
too low, since this could lead to the problematic discard of the optimal solution.
We give an algorithm that is guaranteed to find the optimal solution, even in
the case of these so-called underpredictions. We study both theoretically and
empirically how much our algorithm saves.

In our earlier introduced terminology for assessing algorithms, we answer the
following question:

e Can we make the algorithm for the SSMTSP faster, while maintaining the
guarantee that it finds the best solution?

Casting Problem. The second application considered in this thesis is the Cast-
ing Problem, motivated by a practical real-world problem in a metal foundry. In
such a foundry, metal objects of different weights are cast out of larger metal
heats. An instance of this problem can be defined by a set of knapsacks and a set
of items, where each knapsack has a given capacity corresponding with the size of
a heat and each item has a given weight. A feasible solution to this problem is an
assignment of all items to knapsacks, such that the total weight of items assigned
to a knapsack is at most the capacity of the knapsack. The efficiency of a solution
can be quantified by considering the utilization ratio for the knapsacks. For a



given solution the wtilization ratio of a knapsack is defined by the total weight of
items assigned to the knapsack divided by the knapsack’s capacity. The goal of
the casting problem is to find a feasible solution that maximizes the sum of the
knapsacks’ utilization ratios.

We show that the problem of finding a feasible solution to the casting problem
is already NP-hard. Therefore, we do not expect to find a polynomial time algo-
rithm or even a polynomial time approximation algorithm if we desire a feasible
solution. In this thesis, we explore what we can achieve for this NP-hard problem
using two different perspectives.

First, we take a practical point of view and consider a given set of empirical
instances. We show that by considering a disaggregated problem formulation,
we can decrease the running time, ultimately leading to solving the considered
problem instances to optimality. Second, we address the problem with a theo-
retical point of view and study what is possible if we relax one of the feasibil-
ity constraints by considering bicriteria approximation algorithms. Informally,
a bicriteria approximation algorithm for the casting problem tries to find an al-
most optimal solution that violates the knapsack capacity constraints by only a
bounded factor.

Using our earlier introduced terminology for algorithm assessment, we answer
the following two questions about the casting problem:

e Even if it seems theoretically unlikely, can we exploit large-scale practical
instances such that we can find the right and best solutions fast?

e If finding right solutions fast does not seem possible, or at least unlikely,
can we find good, almost right, solutions fast?

CVRPTW. We consider an example of supermarket planning again but ap-
proach it from the supermarket’s perspective this time. Home deliveries of gro-
ceries have become more frequent, which challenges supermarkets to solve large
planning puzzles every day. The planners at the supermarket need to solve the
problem of deciding which groceries are delivered by what vehicle, and what order
the groceries are delivered in. They need to take constraints into consideration
involving the time windows of customers and the capacity of the vehicles. The
goal of this problem is to find the most efficient solution, where efficiency is often
defined based on traveled distance and the number of used vehicles. One can
imagine that both for minimizing cost, but also for minimizing environmental
footprint, it is important to find efficient solutions. These problems are known as
capacitated vehicle routing problems with time windows (CVRPTW).

A universal approach that has proven to be highly efficient for solving these
routing problems is the Large Neighborhood Search (LNS) heuristic [Pisinger and
Ropke, 2010]. LNS iteratively improves a solution by destroying and repairing a
part of the solution, while leaving the rest of the solution untouched. To illustrate,
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for the application to the CVRPTW, LNS considers a subset of routes in each
iteration and tries to find an improvement within this subset of routes. In order
to quickly obtain solutions with a good objective value, it is crucial to destroy
smartly, since the repair routine of LNS is usually expensive, both in computing
time and computing power. Given that it is easy to create exemplary iterations
where we can observe which destroy steps are effective and which are not, we aim
to learn from these previous iterations. Our idea is that if we can improve the
destroy step by learning from previous iterations, we can quickly obtain better
solutions.
In our terminology, this boils down to answering the following question:

e By improving the destroy step of the LNS algorithm, can we learn how to
become faster at finding good solutions?

1.1 Collaboration with Dassault Systémes

This thesis is the result of a collaboration between CWI and the DELMIA Quintiq
department of Dassault Systémes. DELMIA Quintiq specializes in optimization
and supply chain planning solutions. The R&D department of DELMIA Quintiq
is constantly aiming to improve the algorithms that function as the engine of
these planning solutions. The applications range from manufacturing and work-
force planning to routing planning problems. The collaboration with DELMIA
Quintiq inspired the research presented in this thesis, both in a direct manner
as well as in more subtle ways. There is a clear direct influence on the last two
chapters of this thesis. The Logistics Planner is a tool that is used daily by clients
of DELMIA Quintiq to solve last-mile routing problems. Together with the R&D
department of DELMIA Quintiq we have studied the neighborhood creation rou-
tines in the Logistics Planner application. These routines are an essential part
of the application, so there was an obvious desire to improve them, if possible.
We have tried to improve the neighborhood creation method by introducing two
new techniques. We were able to test these techniques using benchmark instances
provided by DELMIA Quintiq. Subsequently, we have translated this research
to the well-studied world of vehicle routing problems. The translation to vehicle
routing problems allowed us to make the code and the entire framework that our
methods were embedded in publicly available.

A different project with Dassault Systémes inspired the research in this thesis
more indirectly. In this project, we predicted the outcome of an optimization
run with ML after running only a small fraction of the iterations. The con-
cept of predicting the outcome of an optimization run based on its start seemed
more generally applicable, and specifically well to the single-source many-targets
shortest-path problem, as explained above. Ultimately, this led to the results now
presented in Chapter 3.
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1.2 Overview and Publications

Chapter 2. In the next chapter, we introduce the notation used in the rest of
the thesis and introduce concepts used in later chapters. There is a section about
graphs, after which there is a section about optimization problems, complexity,
(approximation) algorithms, and heuristics. Moreover, we explain the basics of
machine learning methods used in this thesis.

Chapter 3. The work in this chapter is based on the findings in the following
paper[\\Fl]

In this chapter, we study the SSMTSP, as defined in the introduction. We
enhance an existing adaptation of Dijkstra’s algorithm with an ML procedure,
which predicts the shortest path distance after a few iterations, based on the
so-called trace of the algorithm. This prediction is used to prune the search
and reduce the number of queue operations on the underlying priority queue.
First, we present extensive experimental results on random instances showing
that we can save on computing time significantly. The rest of the chapter studies
a theoretical lower bound on the number of saved operations of our proposed
algorithm. Crucially, we require that our algorithm returns an optimal solution,
even if predictions are off. This means that for some worst-case instances, we
do not save any queue operations, even if the predictions are perfect. In general
instances, however, our algorithm may save a significant number of priority queue
operations. In fact, we give a closed-form expression of the expected number of
saved queue operations on random instances.

Chapter 4. The results in the following paper serve as the basis for the work
in this chapter and the next chapter:™"?

Chapter 4 and Chapter 5 study the casting problem, as defined in the introduc-
tion. In Chapter 4, we show that the casting problem is NP-hard. However, we
show that it remains possible to solve empirical instances of the casting problem
to optimality, even if they grow in size. First, we show that adding a decision vari-
able in the formulation of the problem enables mathematical programming solvers
to solve the problem faster. Second, we introduce a disaggregated formulation of
the problem and show that we can create variables for the disaggregated formula-
tion in such a way that any feasible solution with them is automatically optimal.
The disaggregated formulation allows us to solve all the instances introduced in
Deb and Myburgh [2017], with up to 100 million knapsacks, to optimality, tak-
ing at most ~75 minutes. As a comparison, the algorithm in Deb and Myburgh
[2017]| needs more than 6 days to solve the largest instance, with no optimality
guarantee.
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10 Chapter 1. Introduction

Chapter 5. In this second chapter about the casting problem, we let go of the
empirical viewpoint and instead study what is possible in terms of polynomial-
time algorithms for the NP-complete casting problem. We present two bicriteria
approximation algorithms in this chapter, which allow an infeasible solution, pro-
vided that the infeasibility is bounded by a constant factor. The first bicriteria
approximation algorithm that we present returns solutions that have an objective
value that is at least as good as the optimal feasible solution, while the capacity
constraints are violated by at most a factor 3/2. The second bicriteria approxi-
mation algorithm that we present is a polynomial time bicriteria approximation
scheme, i.e., a family of algorithms that yields a solution that has a solution value
that is arbitrarily close to the optimal solution and for which the capacity con-
straint violation can be made arbitrarily small. However, the execution time of
the approximation algorithm increases as the errors decrease in size.

Chapter 6. This chapter is based on the following paper:™*?

The last two chapters of this thesis each introduce an improvement of the
destroy step in an LNS algorithm. The new subroutines aim to leverage machine
learning to improve their ability to identify which parts of the solution to destroy.
In Chapter 6 we introduce a subroutine called Learning-FEnhanced Neighborhood
Selection (LENS). It functions within an LNS algorithm applied to the CVRPTW.
LENS considers multiple sets of routes in each iteration and predicts which set of
routes has the most potential to improve the solution. This set of routes is then
selected, destroyed, and repaired, after which the solution has possibly improved.
The crucial idea is that the predictions by LENS favor those sets of routes for
which it is worth running the expensive repair routine. We illustrate the workings
of LENS on synthetic CVRPTW instances.

Chapter 7. This chapter’s work is founded on the results presented in the
following article:™"

In this chapter, we present a second subroutine that can be used as a destroy
step of an LNS algorithm. In this second approach, called smart neighborhood
creation (SNC), we take the concepts introduced in Chapter 6 a step further.
Instead of selecting the set of routes from a list of options of sets as LENS does,
in SNC the set is created by adding routes one by one. In SNC, the decision of
which route to be added to the neighborhood is made by a trained ML policy.
Moreover, we enable the ML models to self-adapt to changes in the problem
structure by training them with reinforcement learning. We apply SNC to two
different applications. First, we show the workings of SNC on real-world last-
mile pick-up and delivery problem instances, coming from the Logistics Planner
application by DELMIA Quintiq. Second, we apply SNC to the same synthetic
CVRPTW instances as in Chapter 6.



Chapter 2

Preliminaries

In this chapter, we introduce the key concepts, background information, and
essential terminology necessary for understanding the subsequent chapters of the
thesis. The section about graphs is based on Schrijver et al. [2003] and the section
about algorithms and complexity is based on Cormen et al. [2022]. We refer to
these publications for a more detailed description of the introduced concepts.

We use N to refer to the natural numbers, i.e., the positive integers, and Ny
to refer to NU {0}. We use R to refer to the real numbers and R to refer to
the non-negative reals. For n € N, we use the notation [n] to denote {1,...,n}.

2.1 Graphs

A graph, denoted by G = (V, F), is a tuple consisting of a set of nodes, V', and
a set of edges, E CV x V. A graph can be directed or undirected. In a directed
graph, the edges point from one node u € V to another node v € V', and are
denoted with (u,v). In directed graphs, we also call the nodes vertices and the
edges arcs. An edge in an undirected graph is denoted with {u,v}. An example of
a directed, bipartite graph and an undirected, complete graph are given in Figure
2.1. If the vertices in a graph can be partitioned in two sets, say L and R, such
that every edge in the graph has one endpoint in L and the other endpoint in
R, a graph is called bipartite. If there is an edge between every pair of nodes, a
graph is called complete.

A walk in a graph is defined by a sequence of alternating vertices and edges,
ending and starting with a vertex, say P = (vg, €1, V1, - - - , €m, Un ), such that e; is
an edge from v;_; to v;, for 2 = 1,...,m. If all the vertices in a walk are distinct,
P is called a path. We call a path that starts in s (vg = s) and ends in ¢ (v, = t)
an s-t-path. The edges in a graph sometimes have an associated weight (or cost)
in the form of a weight function w : £ — R. The weight or cost of a path is
defined as the sum of the cost of the edges on the path.

11
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Figure 2.1: Example of a directed, bipartite graph (left) and an undirected, com-
plete graph (right).

2.2 Algorithms and Complexity
In this thesis, we consider combinatorial optimization problems.

Definition 2.2.1. A combinatorial optimization problem (or optimization prob-
lem) II can be defined as a triple (Z, F| ¢), where

e 7 is aset of instances. An instance is a specific scenario or set of parameters
for the problem.

e F(I) is a set of feasible solutions for each instance I € Z. Oftentimes, F'(I)
is only given implicitly, e.g., as all the s — ¢-paths in a given graph for some
given nodes s and t.

e ¢(I,s) is the cost of a feasible solution s € F(I).

If the problem instance I € 7 is given, or clear from the context, we sometimes
denote F' and c(s) instead of F'(I) and ¢(1, s), respectively. The goal of a combi-
natorial optimization problem is to find an optimal solution for a given instance
I € 7. An optimization problem can be a minimization problem or a mazrimiza-
tion problem. 1f problem II is a minimization problem, an optimal solution for
I € T is a solution s* € F'(I) such that

c(I,s") <c(l,s) Vse F(I).

Similarly, if problem II is a maximization problem, an optimal solution for I € 7
is a solution s* € F'(I) such that

c(I,s*) >c(l,s) Vse F(I).

The problem of deciding if a feasible solution exists for a given instance I € Z, or
equivalently, deciding if F'(I) is not empty, is called the feasibility problem of I.
The answer to the feasibility problem is either yes or no. We call problems with
either a yes or a no answer a decision problem. An instance for a decision problem
that has a yes answer (no answer, resp.) is called a yes-instance (no-instance,

resp.).
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For each optimization problem, there is a specific decision problem that we
call the decision problem related to the optimization problem. For an instance
I of a minimization problem II = (Z, F,¢) and a given number K, the decision
problem related to Il outputs yes if there is a feasible solution s € F' such that
¢(s) < K and no otherwise.

2.2.1 Algorithms and Running Time

The optimization problem, feasibility problem and decision problem defined above
are all examples of computational problems. A computational problem is nothing
more than an input/output relationship. An algorithm takes an input and de-
scribes a specific procedure of computing a corresponding output. An algorithm
can therefore be used to tackle computational problems. For a combinatorial op-
timization problem, the input of an algorithm consists of an instance, the output
could be a feasible solution. If an algorithm terminates with the correct output
for every input instance, we say that an algorithm is correct, or it solves the
computational problem. In contrast, an incorrect algorithm might not terminate
at all, or it might terminate with a wrong answer. In Chapter 5 of this thesis, we
see that even incorrect algorithms can be of interest if we can control the size of
the error.

Two algorithms solving the same computational problem might differ tremen-
dously in their efficiency. Analyzing the efficiency of algorithms is often done
by measuring the resources that the algorithm requires. Sometimes resources
like memory usage or computer hardware are used as a comparison, but mostly
computational time is used to measure an algorithm’s efficiency.

To make machine-independent claims about the computation time of algo-
rithms, we consider a generic model of computation called a random-access ma-
chine (RAM). The RAM model contains several elementary operations, inspired
by the design of real computers, that form the building blocks of all algorithms.
The elementary operations are arithmetic (add, subtract, multiply, divide, re-
mainder, floor, ceiling), data movement (load, copy, store), and control (sub-
routine call, return, (conditional) branching). In the RAM model, each such
operation takes a constant amount of time. For storing data, the RAM model
has the data types integer and floating point. In order to prevent that we can
abuse the amount of data stored in one data entry and perform constant time
operations on it, we limit the size of each stored entry. We typically assume that
integers are represented by at most clogn bits, where n is the size of the input
and ¢ > 1 is some constant. In this way, we can store n in one entry, but the size
of an entry cannot grow arbitrarily since ¢ is constant.

Generally speaking, the time that an algorithm takes is dependent of the
instance and its size, so we often describe the running time of an algorithm
as a function of the input size. First, we clarify what we mean by input size
and running time. It is problem-dependent what the best notion for input size



14 Chapter 2. Preliminaries

is. Oftentimes we use the number of items in the input, for example, the total
number of nodes and edges in a graph. Sometimes the number of bits necessary to
describe the input is used as the input size. For each problem of which we study
the running time we indicate what measure of input size we use. The running time
of an algorithm can then be described as the number of elementary operations in
the RAM model executed before it terminates, expressed as a function of the size
of the input.

Oftentimes, it is not necessary to determine the exact relation between the
running time of an algorithm and the size of the input. It suffices to compute the
rate at which the running time increases whenever the size of the input increases.
This rate yields a good comparison between the performance of algorithms on
large instances. This can be accomplished using the big O notation, essentially
an asymptotically upper bound of a function:

Definition 2.2.2. Let f and g be two real-valued functions, then
f(n) = 0O(g(n))
if there exists ¢ > 0 and ng > 0 such that
0< f(n)<c-g(n) Vn>ny.

For the sake of completeness, we also introduce the asymptotic lower bound no-
tation Q (we say big omega), and the combination of the asymptotic upper and
lower bound notation © (we say big theta).

Definition 2.2.3. Let f and g be two real-valued functions, then
f(n) = Q(g(n))
if there exists ¢ > 0 and ny > 0 such that
f(n) >c-g(n) Vn>no.
Definition 2.2.4. Let f and g be two real-valued functions, then

f(n) = ©(g(n))
if both f(n) = O(g(n)) and f(n) = (g(n)).

We have established how to measure the running time of an algorithm based
on the input size, but we have not yet covered which instances should be used for
this aim. Oftentimes, we take a worst-case perspective and consider the worst-
case running time, i.e., the longest running time for any input of size n. Doing so
provides an upper bound of the running time, and a guarantee that the running
time cannot be more, for every other instance.

In combinatorial optimization, we are striving for efficient algorithms in the
worst case. An algorithm is efficient if it runs in polynomial time in the input
size.
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Definition 2.2.5. An algorithm is efficient, or runs in polynomial time, if its
running time is upper bounded by a polynomial expression in the size of the
input, i.e., if the size of the input is n, there exists a constant ¢ > 0 independent
of n such that the running time is O(n¢).

The worst-case running time might sometimes give a too pessimistic represen-
tation of the running time and it might be insightful to consider random instances
to compute the average case running time or expected running time. To accom-
plish this it is necessary to define a random model and define a probability dis-
tribution over possible instances. In Chapter 3, we perform such a computation,
called a probabilistic analysis.

2.2.2 Complexity

In this section, we aim to give an intuition of the complexity classes P and NP, we
refer to Cormen et al. [2022] or Garey and Johnson [1979] for a formal definition
of the complexity classes using formal language theory.

We can classify decision problems based on their complexity. The first class
that we consider, P, can be regarded as the class of easy decision problems: all
problems for which an efficient algorithm exists.

Definition 2.2.6. A decision problem belongs to the complexity class P if an
efficient algorithm exists to solve it.

The second set of decision problems that we consider is the set of NP-complete
problems. Before we define what it means to be NP-complete, we give some
intuition on these problems. Contrary to the problems in P, it is unknown if an
efficient algorithm exists for the problems that are NP-complete. At the same
time, no one has ever been able to prove that an efficient algorithm cannot exist.
Moreover, the set of NP-complete problems has the astonishing property that the
existence of an efficient algorithm for any NP-complete problem means that there
is an efficient algorithm for all problems that are NP-complete.

To introduce what it means for a decision problem to be NP-complete, we
need the notion of a verification algorithm and the related complexity class NP.
A werification algorithm takes as input, next to the instance, an extra piece of
information called the certificate. A verification algorithm A wverifies a problem
if, given any yes-instance of the problem, there is a certificate y that A can use
to prove that it is a yes-instance. Moreover, for a no-instance of the problem, no
such certificate may exist.

Definition 2.2.7. A decision problem belongs to the complexity class NP if a
verification algorithm exists that verifies the problem in polynomial time, using
a certificate of polynomial size.
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It follows that all decision problems that belong to P automatically belong to
NP, since for every instance of a decision problem in P a solution can be obtained
in polynomial time, which can serve as a certificate to verify if it is a yes-instance
or not. The NP-complete problems mentioned above are also members of NP, in
fact, they are considered to be the hardest problems in NP. To be able to define
a hardness relation between problems we introduce the notion of a reduction.

Definition 2.2.8. A decision problem Il is polynomial-time reducible to a deci-
sion problem Il if there exists an efficient algorithm that translates yes-instances
of II; into yes-instances of Iy and no-instances of II; into no-instances of Il,.

If a decision problem II; is reducible to a decision problem II,, then problem Il
can be regarded to be at least as hard as problem II;. To see this, observe that an
algorithm for Il; can be used to solve II;, by using the polynomial-time reduction
to translate an instance of I1; to an instance of Ily, and then using the algorithm
for I, to solve the translated instances, returning yes if and only if the original
instance of II; was a yes-instance.

The polynomial reduction can be composed: if problem II; is polynomial-time
reducible to problem II,, and problem II; is polynomial-time reducible to problem
I13, then problem II; is polynomial-time reducible to problem II3. This allows us
to define the notion of NP-complete problems.

Definition 2.2.9. A decision problem II € NP is called NP-complete if all deci-
sion problems in NP can be polynomial-time reduced to II.

Observe that this definition proves what we claimed earlier, namely if there is an
efficient algorithm for one NP-complete problem, there is an efficient algorithm for
every NP-complete problem. In fact, it would mean there is an efficient algorithm
for every problem in NP. To illustrate this, suppose there is an efficient algorithm
for an NP-complete problem II;. Since II; is NP-complete, any problem II, in
NP can be reduced to II; and therefore be solved efficiently.

The first problem shown to be NP-complete was the boolean satisfiability
problem (SAT) [Cook, 1971]. This problem deals with the question whether it is
possible to find an assignment of variables such that a given conjunction of several
disjunctions of these variables becomes true. Since then, many more problems
have been shown to be NP-complete. In order to show that any problem, say
I1, is NP-complete, it suffices to reduce any known NP-complete problem to II.
NP-complete problems lie at the heart of the famous P = NP problem, one of the
Millenium Prize Problems selected by the Clay Mathematics Institute in 2000.
The relation is illustrated in the following theorem.

Theorem 2.2.10. If a polynomial-time algorithm exists for any NP-complete
problem, then P = NP. FEquivalently, if an NP-complete problem exists that
15 not polynomial-time solvable, then no NP-complete problem is polynomial-time
solvable.
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Proof:

Suppose problem II; € P and II; is NP-complete. Then any Il € NP can be
reduced to II;, since II; is NP-complete. Since II; can be solved in polynomial
time, this means that also Il can be solved in polynomial time, which proves the
first statement. The second statement in the theorem is a direct consequence of
the first statement. O

As explained above, all NP-complete problems are in NP and moreover, they
have the property that the existence of an efficient algorithm for one of them
proves the existence of an efficient algorithm for all problems in NP. Other prob-
lems can also have this property, without necessarily being in NP. We call those
problems NP-hard, since intuitively they are as hard as NP-complete problems.
In order to define them, we use the notion of a hypothetical subroutine, a routine
that an algorithm may call to solve another problem, without proving that such
a subroutine actually exists.

Definition 2.2.11. A problem II; is NP-hard if there exists a polynomial time
algorithm A for an NP-complete problem Ily, where A may make use of a hypo-
thetical subroutine that solves II; in polynomial time.

The definition illustrates that if an efficient algorithm exists for an NP-hard
problem, then an efficient algorithm exists for an NP-complete problem. Sub-
sequently, we have seen that this means an efficient algorithm exists for every
problem in NP.

Some problems are NP-hard only if their input numbers grow exponentially
large, other problems are NP-hard even for smaller input numbers. To formalize
this, we will consider a subset of instances of a problem in which the numbers are
bounded. Given a problem Il = (Z, F,¢), let |I| be the binary encoding length
of I € 7 and let NUMBER(/) be the largest number appearing in I € Z. Then
for some non-negative function f : R +— R, the restricted problem instances are
defined as

Z; ={l € Z|NUMBER(]) < f(|I])}.
This allows us to define strongly NP-hard problems. Intuitively, these are the

problems that remain NP-hard even if all numbers are polynomial.

Definition 2.2.12. A problem II = (Z, F, ¢) is strongly NP-hard if there exists
a non-negative polynomial function p : R — R such that (Z,, F, ¢) is NP-hard.

2.2.3 Approximation Algorithms

For problems for which no efficient algorithm is known, we can sometimes defer
to algorithms that do not have the guarantee of finding the optimal solution, but
instead guarantee a solution that is close to the optimal one. Such an algorithm is



18 Chapter 2. Preliminaries

called an approximation algorithm, parameterized by an approximation factor a.
Recall that we use s* to denote an optimal solution of an optimization problem.

Definition 2.2.13. Let IT = (Z, F, ¢) be a maximization problem. An algorithm
is an a-approzimation algorithm with 0 < o < 1 for II if for every instance I € 7
of size n it computes a feasible solution s € F of cost ¢(s) > « - ¢(s*) in time that
is polynomially bounded in n.

The definition for a minimization problem is the same, except a > 1 and for the
cost of the solution found it must hold that ¢(s) < a - ¢(s*).

Sometimes it is possible to find approximation solutions with a solution value
within an arbitrarily small factor of the optimal solution. A polynomial-time
approximation scheme (PTAS) finds solutions like these, moreover, it runs in
polynomial time for any fixed approximation ratio.

Definition 2.2.14. A family of algorithms A, is called a polynomial time approz-
imation scheme (PTAS) if it gives an e-approximation for each value of € > 0.
The algorithm must run in polynomial time in the input size for any fixed value
of e.

An approximation scheme with a running time that is not only polynomial in the
input size, but also polynomial in 1/¢, is called a fully polynomial time approxi-
mation scheme (FPTAS).

2.2.4 Large Neighborhood Search

For algorithms that solve practical problems, the need for optimality guarantees
is often less prominent. In practice, heuristics are often used to solve problems,
which aim to find satisfactory solutions by, for example, simplifying the problem,
making educated guesses, or following rules of thumb. A heuristic is a practical
solving method that does not guarantee an optimal solution but often offers a
sufficient solution. Since a heuristic does not need to prove (approximate) opti-
mality of a solution, it often runs faster than an algorithm that is guaranteed to
find an optimal solution.

An example of such a heuristic is Large Neighborhood Search (LNS) (see, e.g.,
Pisinger and Ropke [2010] and Shaw [1998]). LNS is a universal approach that
can be applied to a great deal of combinatorial optimization problems. It forms
the basis of the algorithms that we study in the last two chapters of this thesis.
We describe the approach in more detail below (see also Algorithm 1).

Let IT = (Z, F, ¢) be the optimization problem under consideration, and let
I € T be the considered instance. In the explanation of LNS, for ease of notation,
we omit the problem instance when denoting the set of feasible solutions and
write I if we mean F'(I), and write c(s) if we mean ¢(1,s). LNS starts with an
arbitrary feasible initial solution s € F' as input.
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Algorithm 1 LARGE NEIGHBORHOOD SEARCH

: Input: feasible solution s € F
Sbest =3
repeat

17 = SELECTNEIGHBORHOOD(s)

s*mP = REPAIR(DESTROY (S, 7))

if ACCEPT(s"™™P s) then s = s*™P

if c(s'™P) < ¢(sP*) then sPest = gtemp
until STOPPINGCRITERION is met
return sbet

The algorithm keeps track of the best solution s”*! encountered so far. In

each iteration, a (small) part of the solution s, called neighborhood, is selected,
which is then destroyed and repaired (or rebuilt) again. The former and latter
are done by a so-called destroy method and repair method, respectively. The goal
of alternating the destroy and repair operations is to compute a new solution in
each iteration with an improved objective value. With this aim, an accept method
is used to determine whether the improvement of the newly created solution is
significant enough (e.g., in terms of a decrease in objective function value) to
be used subsequently. Furthermore, the best-known solution sP** is updated if
necessary. The algorithm continues this way until a predefined stopping criterion
is met.

The LNS algorithm does not specify how the respective stopping criterion
and the neighborhood selection, destroy, repair, and accept methods are defined,
as this is problem-specific. The selection of a neighborhood can for example be
random, based on low-quality parts of the current solution, or based on easy
interchangeability. The destroy method simply destroys the neighborhood that it
gets as input. In practice, many advanced and well-working procedures are used
for the implementation of the repair method, e.g., integer linear programming
solvers or advanced path-building algorithms. The accept method could be a
simple hill-climbing procedure, in which only improving solutions are accepted,
but also simulated annealing can be used. A stopping criterion could be based
on, e.g., time, number of iterations, or the value of the best-known solution.

2.3 Machine Learning

Machine learning focuses on teaching computers to perform specific tasks based
on algorithms and statistical models. Instead of executing exact instructions,
machine learning models learn patterns from examples and data.

Definition 2.3.1. Machine learning (ML) is a subfield of artificial intelligence
in which algorithms are created that allow computers to learn behavior based on
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data. A machine learning system aims to improve its performance on a task T,

based on empirical data or ezperience E, measured with a performance measure
P.

We explain the notions of a task, experience and performance measure with
the help of an example. Suppose we are given a graph G = (V, E') and two vertices
in the graph, s,t € V, and we want to predict the shortest path distance from s
to t by a quick inspection of the graph. Instead of running a dedicated algorithm
tailored to do this, suppose we want to make an educated guess about the shortest
path distance, quickly and fairly accurately. Suppose we have a dataset of graphs
with designated start and end nodes, which we have considered in the past, and
therefore know the shortest path distance between s and t in these graphs.

The task T, the objective or the problem at hand, is to predict the shortest
path distance from s to t. The experience E is the data that we can learn from, in
this case, the set of graphs in the database and the corresponding shortest path
distances. The performance measure P evaluates the accuracy of the prediction,
and weighs the predicted distance against the real shortest path distance. In our
example, we can for example take the squared difference between the prediction
and the actual shortest path distance as an error measure.

Predicting the shortest path distance given two nodes in a graph is an example
of supervised learning. In supervised learning, the algorithm learns from labeled
examples in a dataset. Each entry in this dataset is a pair consisting of the features
describing the object on one side, and the desired label on the other. Suppose
the dataset consists of n datapoints, each with p features, then the data can be
represented by matrix X € R"*P. The i’th row of the matrix, denoted by x;,
corresponds to the i’th data entry, and consists of the features [z;1, Z40, . .., Tip|.
Each data in the database has a given label, which together make up the feature
vector y. In case of a classification problem, the labels are categorical, so for
example y € {0,1}?. If the labels are numerical, for example, y € RP, we are
dealing with a regression problem. By examining many of the data entries in X
with their corresponding labels in y, an algorithm might be able to learn a pattern
between the features and the labels. Afterward, when the algorithm is presented
with new, unlabeled, entries, it can predict the corresponding label based on the
pattern that it learned.

A model’s ability to predict well on data entries that it did not encounter
before is called generalization. A model that generalizes well captures the essence
of the pattern in the data, but ignores uninformative noise. In the unfortunate
case that a model also learns to interpret noise as information, overfitting might
happen. An overfitted model performs well on training data, but fails to gen-
eralize to unseen data points. One of the goals of machine learning is to find a
balance between the risk of overfitting and the complexity of a model to enhance
generalization.

As an alternative to supervised learning, a second type of machine learning is
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unsupervised learning. In this learning paradigm, the learning data is unlabeled.
Instead of learning to predict a label for each data entry, the aim is to learn the
structure that is present within the data. If we consider the example of the graph
again, an unsupervised learning task could be to cluster the nodes in the graph
based on their proximity.

A third paradigm of machine learning is reinforcement learning, in which an
algorithm learns by interacting with an environment. The algorithm consists of
a so-called agent that makes an action based on a policy. The environment gives
feedback based on the action in the form of rewards, after which the agent might
adapt its policy. The goal of the agent is to adapt its policy in such a way that
it maximizes the total received reward. The example of finding the shortest path
distance between two nodes in a graph can illustrate how reinforcement learning
works. Suppose an agent starts at node s, and travels through the graph, trying
to find the shortest route to node t. After traversing an edge, the agent receives
feedback from the environment indicating how much the distance between the
agent and the target node t decreased. The feedback can help the agent to
adjust its policy such that edges that bring the agent closer to t will be favored.
Ultimately, after many tries, the agent will learn what edges to take to travel
from s to t quickly.

The rest of this section consists of a brief explanation of the machine learning
models that we use throughout this thesis: linear regression, neural networks and
random forests.

2.3.1 Linear Regression

Linear regression is a type of supervised learning. Suppose we are given a dataset,
(X1, X, ...,X,| that consists of n datapoints, where each datapoint x; € R? con-
tains p features. The label vector is denoted by real-valued p-dimensional vector,
y € RP so that we are indeed dealing with a regression problem.

In linear regression, the aim is to find a linear relation between the features
and the target value. The assumption in linear regression is that the relation
between the features and the label for the i’th entry can be expressed in the
following equation:

Yi = Bo + frzia + Baxio + -+ Bpxip + €

Or in matrix form:
y = X3 +e€.

Here, 3 € RP*! is a vector of coefficients that describe the relation between the
features and the target value. We allow a slight abuse of notation and use X
for the n x p + 1 matrix consisting of the rows [1,x;1, %0, ..., %), in contrast
with the previous section, where X was defined as a n x p matrix. € € R" is an
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n-dimensional vector representing the error or residual, defined as the deviation
between the true labels and the prediction.

The goal of linear regression is to find the coefficient vector 3 that is the best
fit to model the observations in the data set. This can be achieved by taking the
sum of squared residuals as a performance measure and minimizing this measure.
The sum of squared residuals is defined as follows:

P(X.,y.8)=€"e=(y-XB)" (y — XB).

The optimal coefficients that minimize this performance measure can be obtained
by solving the following set of equations, to which a unique solution exists if X7X
is invertible:

8= (X"X)" X"y,

After computing 3, the model can be used to predict the label y for new data as
follows:

v = X2.

2.3.2 Neural Network

Neural networks are inspired by the way that a brain works. They consist of
multiple layers of nodes, where each node takes an input, manipulates it and
outputs the result. By doing so, complex patterns can be recognized in the data
through training.

Many different types of neural networks exist, like recurrent networks or con-
volutional networks. We refer to Goodfellow et al. [2016], Haykin [2009], Bishop
and Nasrabadi [2006] for complete overviews. One of the basic neural network
structures is a multilayer perceptron. We explain it in more detail here. A multi-
layer perceptron consists of several layers, each consisting of nodes called neurons.
The following layers are present in a network:

e Input layer. The nodes in the input layer represent the features in the data.

e Hidden layers. Usually, several layers that receive data from the previous
layer, manipulate the data, and send it to the next layer.

e Qutput layer. The nodes in the output layer compute the output of the
network. In the case of a classification problem, the output consists of
a distribution over the classes. In the case of a regression problem, the
network outputs the predicted target value.

Each neuron computes a weighted sum of its inputs, adds a bias term, and
applies an activation function to the result. Formally, the output of a neuron j
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in layer [ is computed as follows:

ni—1
o =o (Sola i)
=1

Here, n; is the number of neurons in the I’th layer, ag.l) is the output of the j'th
neuron in layer [, wg-) is the weight of the edge between neuron 7 in layer [ — 1
and j in layer [, bg-l) is the bias term in the j’th neuron of layer [ and o(-) is the
activation function for the j’th neuron of layer [.

The activation function serves as a way to introduce non-linearity into the
neural network. This enables the network to learn complex structures in the
data. Usual activation functions are for example:

1
14+e=%?

e Sigmoid: o(x) =

e ReLU (Rectified Linear Unit): o(z) = max(0, x),

T

e Tanh: o(x) = tanh(z) = £

ert4e~ "

Deciding how many layers a neural network should have, how many nodes
there should be per layer, and which activation to use is part of the design of the
neural network. Often several designs are tested to decide which one works best.
The values of the weights and biases in the network are not part of the design,
but they are optimized by exposing the neural network with data, as explained
below.

As for the linear regression model, a neural network can be used to compute
a prediction y; based on a feature vector x;. This is done with a process called
forward propagation, in which the feature vector serves as input for the input layer.
Sequentially, the data is passed through the layers in the network, ultimately
computing an output in the output layer. The output serves as the prediction y.

Given the prediction y and the true value y, the loss function can be calcu-
lated. For regression tasks, this can, e.g., be the Mean Squared Error (MSE),
which is the sum of squared residuals divided by the number of observations,
formally defined as:

L(y,y) = —% > (i — i) -
i=1
For binary classification tasks, this can be, e.g., the average log-loss, defined as

follows: .

N 1 . .
L(y,y) = - Z (yilog(g:) + (1 — y;) log(1 — §:)) -
i=1
The structure of a neural network enables an efficient way of training, called
back-propagation. In this process, given a feature matrix X € R"*P and labels y,



24 Chapter 2. Preliminaries

the weights and biases in the network are adjusted in order to minimize the loss
function. Gradient descent is used to update the weights and biases, by following
these steps:

1. Forward pass. For each input vector x; perform the forward propagation as
explained above to obtain g;.

2. Loss calculation. Calculate the loss for each y,y pair.

3. Backward pass. Compute the gradient of the loss with respect to the pa-
rameters in the network, namely the weights and biases. The chain rule is
used to compute the loss through the network.

4. Parameter update. The computed gradient of the loss can be used to up-
date the weights and biases in the network, usually with an algorithm like
gradient descent. To illustrate, gradient descent updates the weight wg-) as
follows:

S
ow;;
Here, n is the so-called learning rate of gradient descent and % is the
ij

gradient of the loss with respect to this specific weight.

2.3.3 Random Forest

A random forest is an ML model that consists of several decision trees, hence the
name, which together decide the outcome of a prediction. Random forests can be
used both for classification and regression tasks.

Random forests are a type of ensemble learning. Ensemble learning is based on
the principle of the wisdom of the crowd, since multiple base learners are combined
to create the prediction method. In the case of random forests, these base learners
are decision trees. Suppose there are T decision trees in the forest, denoted by
{h1,hs,...,hr}. Each tree h; in the forest is a classification or regression tree,
depending on the problem, trained on a subset of the training data.

A decision tree is a supervised learning algorithm that can be used for both
classification and regression problems. A decision tree is a tree-like model, with a
root node at the top, and internal nodes connecting the leaf nodes at the bottom
to the root node. The root node of a decision tree corresponds to all of the
data in the data set. At each of the internal nodes, including the root node, the
data is split into subsets based on one or several of the features and a threshold
value. The leaf node represents the final decision for the subset of the data that
corresponds to that node. In classification problems, a leaf node gets a class label,
in regression problems, the leaf node gets a prediction value. The construction
of a tree is done by recursively splitting the dataset based on some features such
that a splitting criterion is maximized until a stopping criterion is met.
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Algorithm 2 TRAINRANDOMFOREST(D, T')

1: input dataset D, number of trees T,

2: for t=1,...,T do

3: draw a bootstrap sample D; from D

4 L hy = BUILDTREE(Dt) > train a deciston tree hy based on Dy
5

: return (hy,...,hy)

In the algorithm for training random forests, the concept of bootstrapping is
used. Suppose a dataset D = [X, y] consists of n samples. Then bootstrapping, or
bagging, means to take a subset of the dataset, with replacement. I.e., a bootstrap
sample of the given dataset also consists of n samples, but some of the samples
of the original dataset might be repeated and others might be left out.

The algorithm for training a random forest is given in Algorithm 2. In the
algorithm, a decision tree is created for each of the T" bootstrap samples. The
decision trees created for a random forest often use random feature selection, i.e.,
a randomly chosen subset of the features is used to decide how to split the data
in the creation of the decision tree. The resulting forest consists of a collection of
the created trees.

When a random forest is used to create a prediction for a feature vector x;, the
predictions made at the leaf nodes of the T" decision trees need to be aggregated
into a single prediction. For classification, this final prediction is computed by
majority voting, i.e., the final prediction is the class predicted by most of the
decision trees. For regression, the final prediction is the average of the predictions
of the separate decision trees.

Compared to a single decision tree, random forests reduce the risk of over-
fitting since each tree in the forest is based on only a subset of the data. For
the same reason, random forests are more robust to noise and are better able to
handle large amounts of data.






Chapter 3

Dijkstra’s Algorithm with
Predictions for the Single-Source
Many-Targets Shortest-Path
Problem

3.1 Introduction

In recent years, techniques from machine learning (ML) have proven extremely
powerful to tackle problems that were considered to be very difficult or even
unsolvable. Success stories include, as mentioned in the introduction of this the-
sis, contributions to health care, natural language processing, image recognition,
board games, etc. (see, e.g., [Chugh et al., 2021, Lu and Weng, 2007, Otter et al.,
2020, Qayyum et al., 2020, Silver et al., 2018, 2017|). As such, machine learning
is intimately connected with optimization because many learning algorithms are
based on the optimisation of some loss function over a large set of training sam-
ples. Even though optimization techniques play a vital role in the design of ML
approaches, the reverse direction of using ML techniques to improve optimization
algorithms is much less explored.

In this chapter, we investigate the use of predictions in the context of a funda-
mental shortest-path problem, which is known as the single-source many-targets
shortest-path problem (SSMTSP). Given a directed graph G = (V, E) with non-
negative edge weights w : £ — R>(, a source node s € V and a subset 7' C V'
of designated target nodes, the goal is to compute a shortest path from s to
one of the target nodes in 1. Note that the SSMTSP problem generalizes the
single-source single-target shortest-path problem (for which 7" = {t} for a given
target node t € V) and the single-source all-targets shortest-path problem (for
which 7" = V). The attentive reader will have noted that the SSMTSP problem

27
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can be reduced to a single-source single-target shortest-path problem simply by
adding a new target node ¢ and connecting each node in 7" to ¢ with a zero-weight
edge. Unless stated otherwise, we adopt the viewpoint of having a set of tar-
get nodes throughout the chapter. These shortest-path problems are among the
most fundamental optimization problems with various applications in practice.
Further, both the assignment problem and the maximum weight matching prob-
lem in bipartite graphs can be reduced to the solving of n SSM'TSP problems,
where n is the maximum number of nodes on each side of the bipartition (see,
e.g., [Bast et al., 2003| for details). Clearly, this emphasizes the importance of
deriving efficient algorithms for this problem.

The SSMTSP problem can be solved exactly in (strongly) polynomial time by
using a slight adaption of the well-known shortest path algorithm due to Dijkstra
[1959], referred to as DIJKSTRA in the remainder of this chapter. Basically,
D1JKSTRA grows a shortest path tree rooted at the source node s by iteratively
adding new nodes to the tree by increasing distances, until the first target node
from 7T is included. DIJKSTRA guarantees a worst-case running time of O(m +
nlogn), where n and m denote the number of nodes and edges, respectively.
In order to achieve this running time, crucially the underlying priority queue
data structure must be implemented through Fibonacci heaps (see [Fredman and
Tarjan, 1987]). In terms of worst-case running time, DIJKSTRA is the best-known
algorithm that runs in strongly polynomial time for the shortest-path problem
with arbitrary non-negative edge weights (see, e.g., [Cormen et al., 2022]). If the
edge weights are known to be non-negative integers from a restricted range, there
are better algorithms (see also the related work section).

Given that the SSMTSP problem can be solved very efficiently by Dijkstra’s
algorithm, it is unclear how predictions can help to further improve the running
time of the algorithm. Reading the input instance alone takes time ©(m + n),
thus, the best we can hope for is to reduce the O(nlog(n)) term in the running
time of DIJKSTRA to O(n). In this chapter, we focus on exact algorithms for the
SSMTSP problem. More specifically, we require that the algorithm computes a
shortest path together with a certificate that proves optimality, even if the pre-
dictions are arbitrarily bad. A common approach to exhibit such a certificate is
by means of a corresponding dual solution to the linear programming formulation
of the problem. The single-source single-target shortest-path problem has a nat-
ural (flow-based) linear programming formulation (see, e.g., |[Papadimitriou and
Steiglitz, 1998]). The dual of this linear program associates a dual variable 7(u)
with every node u € V and reads as follows:!

maximize 7(t) — m(s)
(3.1)
subject to  7(v) < w(u) +w(u,v) V(u,v) € E.

Here, for the sake of conciseness, we state the dual linear program adopting the (equivalent)
viewpoint of having a single target node.
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In this formulation, we can fix 7(s) = 0 without loss of generality. The respective
dual values then have a natural interpretation as shortest path distances. By
applying the complementary slackness condition, a dual feasible solution ©m =
(7w )uev proves the optimality of an s, t-path if and only if every edge e = (u, v) on
that path is tight, i.e., m(v) = w(u)+w(u,v). Most exact shortest path algorithms
known in the literature provide a certificate of optimality by constructing such
an optimal dual solution (or, equivalently, shortest path distances).

Chen et al. [2022] recently studied algorithms with predictions for the single-
source shortest-path problem with arbitrary edge weights under the assumption
that a (possibly infeasible) dual solution 7 = (7 (u)),ey is available as a prediction.
Note that this prediction consists of n = |V| dual values. Building on earlier
work by Dinitz et al. [2021], they show that such predictions can be used to
obtain an algorithm to solve this problem in time O(mmin{||T — 7*||; - |7 —
T |lsos vV l0g(||7 — 7*||00) } ), where 7* is an optimal dual solution to the problem.
In particular, the worst-case running time improves as the difference (evaluated
with respect to the L;- and L.,-norm) between the predicted duals 7 and the
optimal duals 7* decreases. Clearly, such results are appealing as they provide
a fine-grained running time guarantee depending on the (cumulative) additive
error of the predictions. On the negative side, however, assuming that one has
access to the entire dual solution 7 might be a rather strong assumption in certain
settings—especially because the number of nodes (and thus the number of values
to predict) can be very large in practice.

In this chapter, we therefore consider the other end of the spectrum: We
assume that our algorithm has access to a single predicted value only, namely the
shortest path distance of a target node. Said differently, we assume that we have
access to a prediction of the objective function value 7; of (3.1) (which might not
necessarily coincide with the optimal objective function value 7}). The question
that we address here is whether such a ‘minimalistic prediction’ suffices to still
achieve a running time improvement of Dijkstra’s algorithm.

Clearly, exploiting a prediction of the shortest path distance only is much
more restrictive than assuming that one has access to an entire dual solution—
in fact, the latter can be used to derive the former. Intuitively, it is clear that
it is more challenging to improve Dijkstra’s algorithm using such an (inferior)
prediction. The following observation lends further support to this intuition.
Recall that we require that our algorithm provides a certificate of optimality. If
the entire dual solution is predicted perfectly, this becomes trivial: the dual itself
provides such a certificate and is readily available in this case. On the other hand,
this remains a challenging task in our setting: even if the correct shortest path
distance is known, it is non-trivial (in terms of computational work) to compute
a corresponding dual solution that proves optimality. This latter observation will
be made more rigorous in Section 3.6.

Our algorithm is based on a heuristic improvement of Dijkstra’s algorithm



30 Chapter 3. Digkstra with Predictions for SSMTSP

proposed by Bast et al. [2003] (referred to as DIJKSTRA-PRUNING). The key
idea of their algorithm is to exploit that Dijkstra’s algorithm might encounter
many target nodes in 7" before the actual target node (defining the shortest path
distance) is added to the tree: DIJKSTRA-PRUNING simply keeps track of the
smallest distance B to a node in T that was encountered so far. The algorithm
then prunes each edge that leads to a node whose distance exceeds B—<clearly,
these edges are irrelevant for the final shortest path. A more detailed description
of this algorithm will be given in Section 3.2. Although the pruning idea is very
simple, it can significantly improve the running time of the algorithm. In the worst
case, however, DIJKSTRA-PRUNING has the same running time as DIJKSTRA.
Therefore, Bast et al. [2003] investigate the effectiveness of DIJKSTRA-PRUNING
on random instances, both analytically and experimentally. They show that the
pruning of irrelevant edges significantly reduces the number of executed priority
queue operations on these instances.

3.1.1 Our Contributions

The main contributions presented in this chapter are as follows:

1. We combine an ML approach with the pruning idea above to obtain a new
algorithm for the SSMTSP problem. Basically, our algorithm (referred to
as DIJKSTRA-PREDICTION) computes a prediction P of the final shortest
path distance after a few iterations, and then uses this prediction P together
with the pruning trick of Bast et al. [2003] to further reduce the search space
it explores. On the ML side, one of the challenges is to define features
capturing the essence of the Dijkstra run which can be used to arrive at
a good prediction. On the algorithm-design side, we need to tackle the
problem that the prediction might be an underestimation of the actual
shortest path distance. We note that our algorithm works independently of
the specific method that is used to arrive at the prediction P.

2. We prove that our new algorithm DIJKSTRA-PREDICTION always computes
an exact solution and has a worst-case running time of O(m + nlogn) (in-
dependent of the prediction error). In particular, DIJKSTRA-PREDICTION
retains the best worst-case running time and always provides a certificate
of optimality. That is, while our algorithm will never use more priority
queue operations than the adapted Dijkstra algorithm, it can potentially
save many queue operations additionally.

3. We report on our extensive experimental studies that compare our new al-
gorithm DIJKSTRA-PREDICTION to the existing ones and evaluate different
prediction algorithms. Our experiments show that DIJKSTRA-PREDICTION,
which combines a neural network ML approach to compute the prediction
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with an UPDATE-PREDICTION procedure to handle possible underestima-
tions, significantly outperforms all other algorithms (i.e., combinations of
different prediction algorithms).

4. We establish a lower bound (both in expectation and with high proba-
bility) on the number of edges pruned by our new algorithm DIJKSTRA-
PREDICTION. Our bound depends on the number of relevant edges (leading
to nodes whose distances exceed the shortest path distance) and increases
as the prediction error decreases. Our bound applies to arbitrary instances
as long the weights of the relevant edges are chosen at random—we refer to
this setting as the partial random model. Further, we show that no improve-
ment is possible in the worst case, even if the prediction is perfect—this also
justifies the use of our partial random model.

5. We then derive a bound on the expected number of queue operations saved
by DIJKSTRA-PREDICTION in comparison to DIJKSTRA-PRUNING and D1JK-
STRA on random instances. While DIJKSTRA-PRUNING already signif-
icantly improves over DIJKSTRA, we show that DIJKSTRA-PREDICTION
further reduces the number of nodes which are inserted but never removed
from the queue. More specifically, we consider Erdés-Rényi random graphs
with average degree ¢ and uniform edge weights in [0, 1], where the source
node is chosen uniformly at random and each node is selected as a target
node with probability ¢ (formal definitions are given below). If D denotes
the shortest path distance and ¢ denotes the (additive) error of the predic-
tion with D < 1 — ¢, we show that the number of nodes inserted but never
removed from the priority queue by DIJKSTRA-PREDICTION, DIJKSTRA-
PRUNING and DIJKSTRA, respectively, is at most

é(lJrln(c—l)—ln(l_gD)), 3(1—1—111(0—1)) and Cgl.

Here the latter two bounds were established by Bast et al. [2003|. Techni-
cally, this is the most challenging part of our analysis as we need to estimate
the savings incurred by the pruning bound B as well as the prediction bound
P in one probabilistic argument.

3.1.2 Related Work

Algorithms with predictions. Using ML techniques in combinatorial algo-
rithms has been studied intensively recently. As also mentioned in the introduc-
tion of this thesis, Bengio et al. [2021] give an overview of leveraging ML to solve
combinatorial optimization problems. In this survey, three different approaches
of using ML, components in combinatorial optimization algorithms are given. Our
approach falls into the second of the three approaches, in which meaningful prop-
erties of the optimization problem are learned and used to augment the algorithm.
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The line of research known as Algorithms with Predictions falls into this second
approach and aims to achieve near-optimal algorithms when the predictions are
good, while falling back to the worst-case behavior if the prediction error is large
(see, e.g., [Mitzenmacher and Vassilvitskii, 2022, Lattanzi et al., 2020] and the
references provided above). This idea is applied to optimization problems like the
ski rental problem, caching problem, and bipartite matching.

Dinitz et al. [2021] use predictions to improve the worst-case running time
to solve the bipartite matching problem. Their main idea is to use predictions
for the dual values as a warm start of the primal-dual algorithm. Since the
predicted duals might not be feasible, they propose a rounding procedure to
compute a feasible dual, close to the predicted one. Moreover, they prove that
the prediction of the duals that they require for the algorithm can actually be
learned, by showing that this prediction problem has low sample complexity.

Chen et al. [2022] builds further upon the results of Dinitz et al. [2021]. First,
they give an improvement of the algorithm for bipartite matching, which reduces
the worst-case running time even more. Secondly, they extend the idea of using
predictions for primal-dual algorithms and apply it to a shortest-path problem.
When the predictions are accurate enough, they achieve an almost linear running
time. Further, they propose a general reduction-based framework for learning-
based algorithms and extend the PAC-learnability results of Dinitz et al. [2021]
beyond the bipartite matching problem.

The analysis in this chapter differs from the results of Chen et al. [2022] since
our algorithm only requires a single prediction for the shortest path value, instead
of a learned dual for each node. That is, our algorithm requires less in terms of
prediction, on the other hand, our algorithm does not improve the worst-case
running time. Instead, we can prove a lower bound on the number of expensive
priority queue operations that are saved.

Classical shortest path algorithms. An extensive survey of combinatorial al-
gorithms to solve the shortest-path problem is given by Madkour et al. [2017]. We
give a short summary of their extensive report, touching upon different shortest-
path techniques by grouping the methods into four categories.

As explained above, Fredman and Tarjan [1987| improve Dijkstra by introduc-
ing Fibonacci heaps. Alternative heap structures that gave further improvements
are AF-heaps [Fredman and Willard, 1990a,b, 1993| and relaxed Fibonacci heaps
[Driscoll et al., 1988|. An implementation based on stratified binary trees is intro-
duced by Emde Boas [1975]. Thorup [1999] indicates there is an analogy between
sorting and single-source shortest path, claiming that SSSP is no harder than
sorting the edge weights. Han [2001] improves on these results. Thorup [1999]
builds hierarchical bucketing structure, which is improved by Hagerup [2000].

The second category contains the distance oracle algorithms, introduced by
Thorup and Zwick [2005|, which consist of a pre-processing phase and a query
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phase. In the pre-processing phase, an auxiliary data structure is constructed,
which is queried in the query phase to compute the shortest path. Distance
oracle algorithms can be both exact, like in [Fakcharoenphol and Rao, 2006], or
approximate, like in [Elkin and Peleg, 2004|. Some methods approximate distance
using a spanner, a subgraph that maintains the locality aspects of the original
graph. Other methods approximate distances using a landmark approach (see
[Sommer, 2014]), where each vertex stores distances to a set of chosen landmarks.
All distance oracle algorithms deal with a trade-off between space complexity and
query time.

Goal-directed shortest path algorithms fall in the third category. These algo-
rithms add annotations to vertices or edges with additional information. This
allows the algorithm to determine which part of the graph to search in the search
phase, and which parts to prune. A well-known algorithm in this category is
A*, which, unlike Dijkstra, is an informed algorithm, since it searches the route
which leads to the goal. If an admissible heuristic is used, A* will return the
optimal shortest path, but it might fail if the heuristic does not work well. Sev-
eral variants and improvements to A* have been proposed, which include land-
mark approaches (see |Goldberg and Werneck, 2005]) or the concept of reach (see
[Gutman, 2004]). Intuitively, the reach of a vertex encodes the lengths of short-
est paths on which this vertex lies. Other goal-directed methods include edge
labels (see [Kohler et al., 2005, Schulz et al., 2000, Lauther, 2006]), the arc-flag
approach (see [Mohring et al., 2007, Hilger et al., 2009, Bauer and Delling, 2010]),
or pre-computed cluster distances (see [Maue et al., 2010]). In this last method,
the graph is partitioned in clusters, after which the shortest connection between
clusters is stored. Interestingly, also for A*, recent research shows an interest in
replacing heuristics with machine learning. In [Eden et al., 2022|, estimates in A*
that were formerly done with heuristics are executed with learning techniques,
based on features of the nodes. They find there is a trade-off between the amount
of information used to describe a node and the improvement in the running time
of the algorithm.

The last category in this non-extensive list of shortest path methods is the
hierarchical shortest path methods. These methods are prominent for problems
which naturally exhibit a hierarchical structure, like road networks. An example
of a hierarchical method is the highway hierarchies, which label an edge on a
shortest path as a highway if it is not in the proximity of the source or target,
as done by Sanders and Schultes [2005, 2006]. Other hierarchical methods are
contraction hierarchies (see [Geisberger et al., 2008, 2012]) and hub labelling (see
[Gavoille et al., 2004, Thorup and Zwick, 2005]).

Approximating shortest paths using ML. Next to classical combinatorial
approaches, there has also been great interest from the field of ML in finding
approximates for the shortest path distance, using an ML perspective. For ex-
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ample, Bagheri et al. [2008] compute shortest paths by using a genetic algorithm.
Their algorithm works faster than Dijkstra, but they only test on small graphs
with at most 80 nodes. Also, more recently, using ML techniques to approximate
shortest path distances has led to interesting results. For example, Rizi et al.
[2018] create an estimate for the shortest path distance between two nodes in a
two-step procedure: first a deep learning vector embedding is applied and then a
well-known landmark procedure afterwards (see, e.g., [Zhao et al., 2010, 2011]).
Rizi et al. [2018] show results on large-scale real-world social networks with more
than one million nodes. Their method differs from our approach in the sense that
an algorithm is created to approximate shortest path distances in one specific
large-scale real-world graph, opposed to an algorithm that can be used for any
graph from a set of random graphs with similar properties.

3.1.3 Organization of Chapter

The chapter is organized as follows: In Section 3.2, we formally define the prob-
lem, describe the adapted Dijkstra algorithm on which our algorithms are based
on, and introduce the random graph model that we use in this chapter. In Section
3.3, we introduce our new algorithm that combines the edge pruning idea imple-
mented by the adapted Dijkstra algorithm with shortest path predictions and
prove its correctness. We also give an UPDATE-PREDICTION procedure to handle
underestimations of the shortest path distance. In Section 3.4, we elaborate on
different prediction methods (both ML-based and based on breadth-first search);
we remark that our algorithm can be used with arbitrary prediction algorithms.
In Section 3.5 we describe our experimental setup and report on the respective
findings. The code that we used to obtain the experimental results reported in
Section 3.5 is available at?

https://github.com/w-feijen/dijkstra-predictions-for-SSMTSP.

In Section 3.6, we prove a lower bound on the number of saved queue operations
if the edge weights are chosen at random. We apply this bound to estimate the
savings on sparse random graphs.

3.2 Preliminaries

The single-source many-targets shortest-path problem (SSMTSP) has been defined
in the introduction of the chapter. We use n and m to refer to the number of
nodes and edges of the underlying graph G, respectively. For every node v € V/,
we use d(v) to denote the total weight of a shortest path (with respect to w) from
s to v; if v cannot be reached from s we adopt the convention that é(v) = oo.

2We are grateful to Ruben Brokkelkamp for creating an initial implementation of our algo-
rithm in C++, which we used as a starting point to build the rest of our code around.
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Given that all edge weights are non-negative, we thus have d(v) € Rso U {o0}.
Note that to solve the SSMTSP problem it is sufficient to compute the shortest
path distances of all nodes v € V satisfying §(v) < D, where D is the minimum
shortest path distance of a target node, i.e., D = min;er (¢). Once these distances
are computed, the actual shortest path can be extracted in linear time O(n +m)
by computing the shortest path tree rooted at s (see, e.g., [Cormen et al., 2022]
for more details). Throughout this chapter, we assume that there is at least one
target node in T that is reachable from s, which can be easily checked in linear
time O(n 4+ m), simply by running a breadth-first search (BFS) [Cormen et al.,
2022].

3.2.1 DIJIKSTRA-PRUNING Algorithm

As mentioned in the introduction of this chapter, our algorithm combines an
adaptation of Dijkstra’s algorithm by Bast et al. [2003] (referred to as DIJKSTRA-
PRUNING) with an ML-prediction. We briefly review DIJKSTRA-PRUNING here.

We first describe the standard Dijkstra algorithm (referred to as DIJKSTRA),
adapted to many targets. DIJKSTRA associates a tentative distance d(v) with
every node v € V' and maintains the invariant that d(v) > é(v) for every v € V.
Initially, d(s) = 0 and d(v) = oo for all v € V. The set of nodes is partitioned
into the set of settled and unsettled nodes. Initially, all nodes are unsettled, and
whenever the algorithm declares a node v to be settled, its tentative distance
is exact, i.e., d(v) = 0(v). The algorithm maintains a priority queue PQ to
keep track of the distance labels of the unsettled nodes v € V with d(v) #
oo. Initially, only the source node s is contained in PQ. In each iteration, the
algorithm removes from PQ an unsettled node u of minimum tentative distance,
declares it to be settled and scans each outgoing edge (u,v) € E to check whether
d(v) needs to be updated; we also say that edge (u,v) is relazed (pseudocode in
Algorithm 4). The algorithm terminates when a node u € T becomes settled.
DI1JKSTRA performs at most n REMOVE-MIN, n INSERT and m DECREASE-PRIO
operations. Its running time crucially depends on how efficiently these operations
are supported by the underlying priority queue data structure. In this context,
Fibonacci heaps introduced by Fredman and Tarjan [1987] are the (theoretically)
most efficient data structure, supporting all these operations in (amortized) time
O(m + nlogn). It is important to realize though that the actual time needed by
the queue operations depends on the size (i.e., number of elements) of the priority
queue. In general, a smaller queue size results in a better overall running time of
the algorithm.

An example of a directed graph G = (V, E) for V.= {s,a,b, ¢, t1,t2} is given in
Figure 3.1, in which s is the given source node and ¢; and ¢5 are two target nodes.
The weights of the edges are indicated in the figure. After the first iteration of
Dijkstra, the source node s is settled with d(s) = 0. The priority queue is as
follows: ((a, 1), (c,2), (t1,4)), where an entry in the priority queue is denoted by
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Figure 3.1: Example of a weighted directed graph with start node s and two
target nodes t; and t,.

(v,6(v)) for v € V. At the end of the second iteration, node a is settled with
d(a) = 1. The priority queue is as follows: ((c,2), (t1,4), (b,5), (t2,6)). At the
end of the third iteration, node c is settled with §(c) = 2. The priority queue
is as follows ((t2,3), (t1,4), (b,5)). In the fourth iteration, the target node t5 is
removed from the priority queue and the algorithm terminates.

D1JKSTRA-PRUNING works the same way as DIJKSTRA, but additionally
keeps track of an upper bound B on the shortest path distance to a node in T
Initially, B = oo and the algorithm lowers this bound whenever a shorter path to
a node in T is encountered. Crucially, B > D always, and as a consequence, each
edge (u,v) € E that leads to a finite tentative distance d(v) with d(v) > B can
be discarded from further considerations; we also say that edge (u,v) is pruned.
The pseudocode of DIJKSTRA-PRUNING is given in Algorithm 3. Clearly, in the
worst case, DIJKSTRA-PRUNING does not prune any edges. In particular, the
worst-case running time of DIJKSTRA-PRUNING remains O(m + nlogn).

For the example in Figure 3.1, DIJKSTRA-PRUNING would update B to 4
in the first iteration during the scanning of edge (s,t;). Bound B causes the
edges (a,b) and (a,ty) to be pruned in the second iteration. Subsequently, the
nodes b and ty are therefore not inserted in the priority queue in that iteration,
and instead the priority queue is as follows at the end of the second iteration:
((¢,2),(t1,4)). At the end of the third iteration the priority queue is also smaller,
namely: ((t2,3), (t1,4)). Like DIJKSTRA, also DIJKSTRA-PRUNING terminates in
the fourth iteration.

3.2.2 Random Model

Bast et al. [2003] use the following random model to analyze the improved per-
formance of DIJKSTRA-PRUNING and show that the expected savings for these
instances are significant, both analytically and empirically. The directed random
graph instances are constructed using the Erdos-Rény: random graph model by
Gilbert [1959], also known as G(n, p): there are n nodes and each of the n(n —1)
possible (directed) edges is present independently with probability p = ¢/n, where
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Algorithm 3 DIJKSTRA-PRUNING (G, w, s, T')

L: d<3) =0, d(”) =ooforallveV \ {S} > tentative distances
2: B=o0 > pruning bound
3: PQ.INSERT(S, d(S)) > priority queue
4: while not PQ.EmMPTY() do

5: U= PQ.REMOVE—MIN() > u becomes settled
6: if v € T then STOP > stop when w s target
7 for (u,v) € £ do

8: tent = d(u) + w(u7 U) > tentative distance of v
9: if tent > B then continue > prune edge (u,v)
10: if v € T then B = min{tent, B} > update B
11: RELAX(u, v, tent)

Algorithm 4 RELAX(u,v,tent)

1 if d(U) > tent then > lower tentative distance
2 if d(v) = oo then

3 ‘ PQ.INSERT(U, tent) > add v to PQ
4: else

5 t PQ.DECREASE-PRIO(v, tent) > decrease priority of v
6 B d(U) = tent > update distance of v

¢ is (roughly) the average degree of a node. Further, each node u € V' is chosen
independently with probability ¢ = f/n to belong to the target set T, where f
is the expected number of target nodes in T. The weight w(e) of each edge e is
chosen independently uniformly at random from the range [0, 1].

3.3 Dijkstra’s Algorithm with Predictions

Our basic idea is to further amplify the effect of the edge prunings by using a
machine learning approach to obtain a prediction of the shortest path distance
at an early stage. More concretely, suppose we have a PREDICTION algorithm
which, based on the execution of the algorithm so far, computes an estimate of the
shortest path distance D. We can then call this algorithm after a few iterations
to obtain a prediction P of D and use it to prune all edges that lead to a tentative
distance larger than P.

Suppose in the example given in Figure 3.1 there is a prediction P = 3.5
available from the start of the algorithm. This does not only prune the edges
(a,b) and (a,ty) like DIJKSTRA-PRUNING, but also edges (s, 1) and (a, ¢) would
be pruned because of the prediction.
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Algorithm 5 DIJKSTRA-PREDICTION(G, w, s, T, g, a, ()

1: d(S) =0, d(U) =ooforallveV \ {5} > tentative distances
2: B=oo, P=00,1=0 > pruning bound, prediction and iteration
3: PQ.INSERT(S, d(S)), R=1 > PQ and reserve set R
4: while not PQ.EMPTY() and PQ.MIN-PRIO() < P do

ot u = PQ.REMOVE-MIN() > u becomes settled
6: if u € T then STOP > stop when wu is target
7 t=1+1

8: if i <1y then x9; 1 = d(u),z9; = B > extend trace
9: if i =igthen P =« - PREDICTION(X) > get prediction
10: for (u,v) € E do

11: tent = d(u> + w(u, U) > tentative distance of v
12: if tent > B then continue > prune (u,v)
13: if v € T then B = min{tent, B} > update B
4 RELAX-PREDICTION*(u, v, tent, P) > call relax routine
15: UPDATE-PREDICTION > call update prediction routine
16: continue with while-loop

There are three main advantages from which our approach can (potentially)
benefit when compared to the algorithms DIJKSTRA and DIJKSTRA-PRUNING.
Firstly, fewer queue operations may be performed because of the edges being
pruned. Secondly, edge pruning might start after a few iterations only, potentially
before having found any path to a target node and finally, queue operations may
take less time because the size of the priority queue remains smaller.

3.3.1 Detailed Description of DIJKSTRA-PREDICTION

We elaborate on our algorithm DIJKSTRA-PREDICTION (Algorithm 5) in more
detail. The algorithm builds upon DIJKSTRA-PRUNING, see Section 3.2. The
three new input parameters iy, @ and 3 will become clear below. During the first
ip iterations, a vector x = (1,9,...,Ts,) is maintained for storing the trace
(as we term it) of the algorithm. In iteration iy, the constructed trace x is then
used to compute an initial prediction by calling the PREDICTION procedure, for
which several alternatives are given in Section 3.4. The algorithm keeps track
of both the bound B on the smallest distance to a node in T" encountered so
far and the current prediction P. A scanned edge (u,v) is not inserted into the
priority queue, we call this pruning, whenever its tentative distance d(u)+w(u, v)
exceeds B or P. There is a somewhat subtle point in the algorithm: Note that
during the first i( iterations the prediction P remains at oo as the trace is just
being built. As a consequence, throughout this stage it could happen that nodes
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are inserted into the priority queue P(Q, whose tentative distances are larger
than the first prediction P (determined in iteration ig). After this stage, this is
impossible due to the pruning. It is because of these nodes that we have to add the
second condition to the while loop, which checks whether the minimum distance
of a node in PQ is less than the current prediction P. If not, the while loop
has terminated without encountering a target node. In that case, the UPDATE-
PREDICTION procedure has to be initiated to increase the prediction and add all
newly relevant nodes to PQ, as explained below.

Ideally, we would like to come up with a PREDICTION procedure that provides
a prediction P which comes close to the actual shortest path distance D. In fact,
both over- and underestimations of D can be harmful, though in different ways:
If P overestimates D then edges that are irrelevant for the shortest path might
not be pruned and the algorithm might perform redundant operations—which
is undesirable. If P underestimates D then edges which are essential for the
shortest path might be pruned and an incorrect solution might be returned—
which is unacceptable. To remedy the latter, we equip our algorithm with an
UPDATE-PREDICTION procedure (Algorithm 7): If the prediction P turns out to
be too small, it is increased by a factor # > 1 and the algorithm continues. Clearly,
such UPDATE-PREDICTION procedures should not happen too often as this might
reduce the efficiency of the approach, therefore, the initial prediction is slightly
inflated by a factor & > 1. By inflating the prediction in an UPDATE-PREDICTION
routine, nodes that were previously considered irrelevant could potentially become
relevant. Here a node is considered relevant if its tentative distance is smaller than
the updated prediction. We need to insert the nodes that have become relevant
during the UPDATE-PREDICTION routine into the priority queue, we call this a
batch insertion. During a batch insertion, we only insert a node if its tentative
distance does not exceed the current upper bound B.

We are able to efficiently execute a batch insertion by maintaining a set of
reserve nodes, R, during the algorithm. R will contain all nodes that have a finite
tentative distance, but have not been added to the priority queue because their
tentative distance exceeds the prediction in the current trial. Maintaining set
R is done by using a different relax routine than DIJKSTRA-PRUNING, namely
RELAX-PREDICTION and by using a hand-tailored data structure, both on which
we elaborate below.

The RELAX-PREDICTION routine is similar to the standard RELAX routine
(see Algorithm 6 and Algorithm 4). The main difference is that the node v is
only inserted into the priority queue if its tentative distance is smaller than the
prediction; otherwise, it is inserted into the reserve set R.

By using a tailored data structure for the reserve set, we can quickly execute
the batch insertions. In this data structure, we store nodes based on their tenta-
tive distance, like in the priority queue. However, unlike in the priority queue, the
nodes are not sorted based on this tentative distance. Instead, nodes are stored
in several (doubly) linked lists, which we call buckets. Each bucket has a bucket
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Algorithm 6 RELAX-PREDICTION(u, v, tent, P)

1. if d(v) > tent then > lower tentative distance
2 if d(v) = co then > v reached for the first time
3 if tent < P then PQ.INSERT(v, tent) > add v to PQ
4: ~ else R.INSERT (v, tent) > add v to R
5: else

6 if v ¢ R then PQ.DECREASE-PRIO(v, tent)

7
8
9

else > v is in R already
if tent > P then > v remains in R
: L R.DECREASE-PRIO(v, tent)
10: continue
11: R-REMOVE(U) > move v from R to PQ
12: .~ PQ.INSERT(v, tent)
13: d(v) = tent > update distance of v

Algorithm 7 UPDATE-PREDICTION

1. P=3-P > inflate prediction
2: for each v € R do > iterate over all relevant nodes in R and do batch insertion
3: if d(v) < B then

4: R.REMOVE(v) > move v from R to PQ
5: L PQ.INSERT (v, d(v))

number j € N, and a node will be stored in bucket j = 1,2,... if and only if it
has a tentative distance tent such that f7~1P < tent < 87P. Then, during the
7'th batch insertion, all the nodes from bucket j can simply be moved from R
into PQ.

3.3.2 Correctness Proof

As mentioned above, we insist that our algorithm is correct in the sense that it
1. terminates in polynomial time, and
2. computes an optimal solution to the SSMTSP problem.

The following theorem is proven by relating the runs of DIJKSTRA-
PREDICTION and DIJKSTRA-PRUNING.

Theorem 3.3.1. DIJKSTRA-PREDICTION is correct and has a worst-case run-
ning time of O(m +nlogn).
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The proof of Theorem 3.3.1 follows directly from the following invariant,
which establishes a connection between DIJKSTRA-PREDICTION with UPDATE-
PREDICTION and DIJKSTRA-PRUNING, and from Lemma 3.3.3, which establishes
that the reserve set operations do not increase the worst-case running time.

Invariant 3.3.2. Consider the runs of DIJKSTRA-PREDICTION and DIJKSTRA-
PRUNING on the same input instance. We use d, PQ and R to refer to the
respective data structures in DIJKSTRA-PREDICTION, and d’, PQ' to refer to the
respective data structures in DIJKSTRA-PRUNING. The following properties are
satisfied in each iteration:

(P1) Both algorithms remove the same node u from PQ and PQ’, respectively.

(P2) The set of nodes in PQ' can be partitioned into the set of nodes in PQ and
the set of nodes in R with d(v) > P for all v € R.

(P3) The tentative distances are equal in both algorithms, i.e., d(v) = d'(v) for
allveV.

Proof:

We assume that both algorithms employ a consistent tie-breaking rule for nodes
with similar distances. It is easy to see that the invariant holds for the first
iteration: the prediction is initialized to P = oo and thus the algorithms do
exactly the same, and R remains empty. Now, suppose by induction that the
invariant holds at the beginning of iteration ¢ > 1. We argue that the invariant
holds at the end of iteration ::

(P1) Suppose that node u is deleted from PQ in iteration i. By the condition in
the while-loop in Algorithm 5 it holds that d(u) < P, which together with
(P2) gives that d(u) < d(v) for all v € R. By the REMOVE-MIN operation,
d(u) < d(v) for all v € PQ, so d(u) < d(v) for all v € PQ U R. Since
PQU R = PQ’ (because of (P2)), we have d(u) < d(v) for all v € PQ'.
From (P3), it follows that d'(u) < d'(v) for all v € PQ’, which proves that
the same node is deleted in DIJKSTRA-PRUNING.

(P2) We consider each queue operation executed by the algorithms in this it-
eration separately and argue that the claim remains true. Firstly, if the
claim holds at the beginning of an iteration, then it still holds after the
REMOVE-MIN operation because the same node u is deleted from PQ and
PQ’. Secondly, suppose that in iteration i node v is inserted into PQ’ be-
cause edge (u,v) is relaxed. Then, before the insertion, d'(v) = oo and
d(u) + w(u,v) < oo. Edge (u,v) will also be relaxed in the DIJKSTRA-
PREDICTION algorithm. By (P3), we have d(v) = oo and d(u) + w(u,v) <
oo. This means that node v is either inserted into PQ or R. A node v
is only added to R if d(u) + w(u,v) > P. So the claim still holds after
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an insertion when d(v) is set to d(u) + w(u,v). Thirdly, suppose that in
iteration 7 the tentative distance of node v in PQ’ is decreased because edge
(u,v) is relaxed. Then, before the tentative distance is decreased, d'(v) < oo
and d'(u) + w(u,v) < d'(v). Again, edge (u,v) will also be relaxed in the
DIJKSTRA-PREDICTION algorithm, and by (P3) we have d(v) < oo and
d(u) + w(u,v) < d(v). This means that node v will remain in PQ if it was
already there, and will be moved from R to PQ if d(u) + w(u,v) < P. In
both cases, the claim will remain true after the DECREASE-PRIO operation
when d(v) is set to d(u) + w(u,v). Lastly, the property also remains true
when P is inflated in the UPDATE-PREDICTION, procedure, since all v € R
with d(v) < P are moved to PQ and removed from R.

(P3) Both algorithms remove the same node u, update the tentative distance of
u’s neighbors based on the same condition and update it to the same value.
So if the claim holds before the iteration, it will also hold at the end of the
iteration.

Lemma 3.3.3. For fized prediction P, ""the worst-case running time of all
operations on the reserve set R is O(m +n).

Proof:
If we let wyax be the maximum weight of an edge in the graph, then the maximum
number of buckets we need is at most

logg (nw;“) = log (nw;m) /log(B).

We conclude that the UPDATE-PREDICTION procedure is called at most
log((nwmax)/P)/ log(f) many times.

We analyze the complexity of three operations on the reserve set. Firstly, we
can insert a node into the reserve set in constant time by calculating the bucket
number with the given tentative distance, after which we can insert it into the
correct linked list. Secondly, a decrease priority operation is done by deleting
the node first, after which it is inserted with the updated priority. A decrease
priority can therefore also be performed in constant time. Lastly, in the j’th
UPDATE-PREDICTION procedure, all the nodes of the j’th bucket are deleted
from the reserve list and inserted into the standard priority queue. Furthermore,
we note that the number of insertions into R is bounded by the number of nodes,
and the total number of decrease priorities is bounded by the number of edges
in the graph. This proves that all operations on the reserve set can be done in
O(m + n + log(Wmax)) time. O




3.4. Prediction Methods 43

3.4 Prediction Methods

The PREDICTION algorithm used in our algorithm DIJKSTRA-PREDICTION can
be obtained in numerous ways. Below, we explain how we obtain a prediction
algorithm based on a machine learning approach. We elaborate on two different
machine learning models and compare them to a benchmark prediction. More-
over, two alternative prediction methods based on breadth-first search (BFS) are
given.

3.4.1 ML-Based Predictions

In order to make a prediction after 7o iterations, we need to be able to describe
the current optimization run by means of some characteristic features. One of
the challenges here is to come up with features that capture the essence of the
current run such that they can be used by the machine learning model to make
a good prediction of the shortest path distance. We do this by keeping track
of a lower and upper bound on the shortest path distance in each iteration.
More precisely, in iteration i < iy, the distance d(u) of the node u extracted
from the priority queue serves as the lower bound d; and the current value of
the pruning bound B is used as the upper bound B;. The resulting sequence
x = (dy, B1,ds, Bs, ..., d;,, B;,) of these lower and upper bounds for the first i,
iterations then constitutes what we call the trace of the algorithm.

A training sample and target for the machine learning algorithm then consists
of the trace x and the corresponding shortest path distance D, respectively. The
set of samples for the machine learning models can be created by executing a run
of DIJKSTRA-PRUNING on each problem instance of the training set. During this
run, both the trace x and the final shortest path distance D need to be stored.
Before the traces are used to train the machine learning models, we normalize
each feature by subtracting the mean and dividing by the standard deviation. To
prevent blowing up the mean value of the upper bound feature, all bounds B;
which are equal to the initial value of B = oo are set to 0.

We implemented and compared two standard machine learning models,
namely a neural network model and a linear regression model, see Section 2.3
for a brief explanation of these models. The neural network model that we use is
a straightforward multilayer perceptron network consisting of two hidden layers,
for which we optimize the number of nodes per layer by a k-fold cross validation
(see, e.g., |[Refacilzadeh et al., 2009] for more details). To verify whether anything
has been learned by these models at all, the results for these models are compared
with a straightforward benchmark prediction. This benchmark prediction, which
is independent of the instance, is computed by taking the average of the shortest
path distance for each instance in the training set. The results for this validation
can be found in Section 3.5.2.
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3.4.2 BFS-Based Predictions

As an alternative to the machine learning models given in Section 3.4, we imple-
ment two prediction methods that are based on breadth-first search (BFS). For
each instance, we can simply run a BFS from the source node s to determine
a path PPFS to any of the target nodes having the smallest number of edges.
We also call PP a BFS-path and use LP"S to denote its length (i.e., number
of edges). Note that, equivalently, L?F is the shortest path distance to any of
the target nodes if all edge weights are set to 1. We use this BFS-path to derive
two different predictions of the actual shortest path distance D: (i) BFs: We
define the prediction P as LP . i, where p,, is the expected edge weight. (ii)
w-BFS: We define the prediction P as the sum of the actual weights on PP,
e, P =3 psrsw(e). Note that the latter prediction might overestimate but
never underestimate the actual distance D.

3.5 Experimental Findings

In this section, we present our experimental findings. We first introduce our
experimental setup and then discuss the results and insights we obtained from
the experiments.

3.5.1 Experimental Setup

We generated 100,000 instances of the SSMTSP problem using the random model
described in Section 3.2 with n = 1000 nodes, edge probability p = ¢/n with
¢ = 8, and target probability ¢ = f/n with f = 20. The edge weights were
chosen independently uniformly at random from [0, 1]. Further, we fixed the
length of the constructed traces to ig = 10. We only accepted an instance if
DI1JKSTRA-PRUNING executed more than 7 iterations to ensure that DIJKSTRA-
PREDICTION reaches the point where a prediction is made. This set of 100,000
instances was split into a training set of 80,000 instances used for building the
machine learning models, a validation set of 10,000 instances used for parameter
tuning and a test set of 10,000 instances used for the final experiments.

To get an idea of a few parameters related to the shortest path distance in the
generated instances, we provide some statistical data for the validation and test
set in Table 3.1. We computed the average number of edges on a shortest path, the
average, minimum and maximum cost of a shortest path, and the average weight
of an edge on a shortest path. Note that the first row refers to these parameters
with respect to the actual random weights, while the second row refers to the
case when all edge weights are set to 1.
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WEIGHTS \ EDGES \ MEAN MIN  MAX \ wW-MEAN
RANDOM | 4.363 0.553 0.0650 1.848 | 0.127
UNIT 2.225 1.154 0.129 3.217 | 1.000

Table 3.1: Statistics on different shortest path parameters for 20,000 instances
(validation and test set).
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Figure 3.2: Normalised smoothed mean absolute error of the validation set for
different hidden layer sizes.

3.5.2 Machine Learning Results

For each of the 80,000 graphs in the training set, we executed a run of DIJKSTRA-
PRUNING, during which we stored both the features x and the final returned
shortest path distance y. This process yielded a training set of 80,000 samples,
where each sample was of shape (x,7). We used these 80,000 samples to built
both a neural network and a linear regression model.

The number of nodes in the two hidden layers of the neural network was opti-
mized by minimizing the mean absolute error (MAE) in a k-fold cross-validation
with £ = 4 and a batch size of 256. We tested layer sizes 8,16, 32,64 and 128; the
results for the smoothed validation Mean Absolute Error can be found in Figure
3.2. We decided to use 16 nodes per layer and train for 47 epochs. We did not
use the validation set of 10,000 instances in the k-fold cross-validation, since it
was used to tune parameters o and 3. We also tested a linear regression model
and the averaging benchmark prediction, but the neural network performed best
in both the training and the test set.

The results for the performance of the neural network, linear regression and the
benchmark are given in Table 3.2. Both machine learning models perform better
than the benchmark prediction, in both the training and test set. Moreover, the
neural network outperforms the linear regression model on both the training and
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ALGORITHM NN LR AB

TRAIN MAE 0.0619 0.0883 0.1469
TrRAIN MAPE | 0.1228 0.1844 0.3150
TEST MAE 0.0617 0.0880 0.1477
TesT MAPE | 0.1217 0.1837 0.3160

Table 3.2: Mean absolute error (MAE) and mean absolute percentage error
(MAPE) for neural network (NN), linear regression (LR) and averaging bench-
mark (AB).

the test set.

3.5.3 Benchmark Algorithm ORACLE

In order to assess the performance of the different algorithms, we decided to
use the following (idealized) benchmark algorithm to compare against: We run
D1JKSTRA-PRUNING with the pruning bound B being initialized with the actual
shortest path distance D. We refer to this algorithm as ORACLE.

Note that this algorithm only inserts nodes into the priority queue which are
necessary for finding the shortest path distance D. Said differently, the algorithm
spends the minimum possible amount of work to provide a certificate of optimality
for the shortest path distance D; no other algorithm could spend less work (as
long as we insist that the shortest path distance is always computed correctly).

We want to stress that the ORACLE algorithm is a hypothetical algorithm, in
the sense that it uses information, namely the shortest path distance, that would
usually be unknown during solving the SSMTSP. The oracle can therefore only
be used to test the potential of the DIJKSTRA-PRUNING, but it should not be
considered a fair competitor of the algorithms that use actual predictions.

3.5.4 Parameter Tuning

There are two parameters in the UPDATE-PREDICTION procedure that decide how
to handle the machine learning prediction. The first one is «, which specifies the
amount by which the initial prediction is inflated. The second one is 5, the amount
by which the prediction is inflated in the UPDATE-PREDICTION algorithm. We
analyzed the impact of these parameters on the queue size; see Figure 3.3. Both
figures depict the queue size for the same instance, but with different values for «
and 8. On the left, we fixed § = 1.3 and varied «; on the right, we fixed o = 1.3
and varied 3. As is visible from these plots, a larger o means that the first call
of UPDATE-PREDICTION occurs later. Also, a larger § leads to a larger number
of nodes inserted during UPDATE-PREDICTION.
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Figure 3.3: The queue size for fixed § = 1.3 and varying a (left) and fixed
a = 1.3 and varying (3 (right) for DIJKSTRA-PREDICTION. The z-axis refers to
the number of iterations.

a\f | 1.05 1.10 1.20 1.50 2.00

1.00 | 153.08 153.59 154.90 158.55 160.20
1.05 | 154.37 154.80 155.83 158.08 158.84
1.10 | 156.06  156.37 157.06 158.39 158.74
1.20 | 160.38  160.50 160.82 161.20 161.30
1.50 | 172.57 172,58 172.58 172.61 172.61
2.00 | 182.27 182.27 182.27 182.27 182.27

Table 3.3: Average number of queue operations (@) for DIJKSTRA-PREDICTION
for different values of o and 3 on the validation set.

In the results for parameter tuning, and also in the next results section, we
have used the cumulative queue size to compare the outcomes of different algo-
rithms. It is defined as the sum of the number of elements in the queue over all
the iterations and denoted with C'. Pruning more edges will result in fewer nodes
in the queue, resulting in a smaller queue size.

We tested several configurations for a and 5 on the instances in the validation
set. Table 3.3 and Table 3.4 state the respective number of queue operations )
and the cumulative queue size C for various choices. As it turns out, for both
these performance indicators it is best to choose o and [ small.

3.5.5 Discussion of Results

After tuning the parameters o and 3, we ran our algorithms on the generated
instances. For four of these instances, the size of the queue throughout the algo-
rithm is illustrated in Figure 3.4. We start by considering how the queue sizes
differ for the different algorithms; see the top two rows in Figure 3.4. As to
be expected, the queue size of DIJKSTRA-PREDICTION never exceeds the one
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a\f | 1.05 1.10 1.20 1.50 2.00

1.00 | 2446.0 2561.9 2740.4 3115.7 3274.6
1.05 | 2573.5  2669.2 2815.5 3067.5 3150.1
1.10 | 2732.6  2805.3 2914.2 3065.1 3104.4
1.20 | 3112.6  3148.4 3197.7 3251.9 3266.3
1.50 | 4104.3 4106.6 4109.5 4114.2 4114.2
2.00 | 4809.9 4809.9 4809.9 4809.9 4809.9

Table 3.4: Average cumulative queue size (C') for DIJKSTRA-PREDICTION for
different values of a and S on the validation set.

of DIJKSTRA-PRUNING and is closer to the one of ORACLE. The improvement
of our DIJKSTRA-PREDICTION with respect to DIJKSTRA-PRUNING varies and
depends on the instance. The top-left figure shows that DIJKSTRA-PRUNING
was a great improvement compared to DIJKSTRA, but DIJKSTRA-PREDICTION,
did not decrease the queue size much more. This figure shows that there was
an UPDATE-PREDICTION around iteration 42 and around iteration 55, which
can be seen from the sudden increase in the queue size. In the top-right fig-
ure, the benefit of DIJKSTRA-PREDICTION is much larger, and the queue size
of DIJKSTRA-PREDICTION comes close to the oracle. Next, we comment on the
UPDATE-PREDICTION procedure; see the bottom row of Figure 3.4. On the left,
no restart was necessary since the prediction was not an overestimation of D.
This plot also indicates the interplay of the prediction P and the pruning bound
B; first the former (iterations 10 to 14) and later the latter (iterations 15 and
onwards) providing the smaller upper bound. On the right, we needed to do
several UPDATE-PREDICTION because the initial prediction turned out to be too
small. UPDATE-PREDICTION adds some nodes from the reserve list to the pri-
ority queue (queue size increases) and continues. After several inflations of the
prediction with 3, the prediction was sufficiently large to find the shortest path
distance.

If we zoom in to obtain a more fine-grained picture of the different queue
operations executed by the algorithms, the results are as specified in Table 3.5.
The respective rows state the number of REMOVE-MIN (RM), INSERT (IS) and
DECREASE-PRIO (DP) operations, the total number of queue operations (Q),
the number of trials (7'), the cumulative queue size C' (over all iterations), and
the cumulative queue size relative to the ORACLE C. The cumulative queue size
relative to the ORACLE gives a quick overview on how the algorithm performs in
relation to the ORACLE i.e., the algorithm in which the predictions are perfect.
The table shows the averages for all 10,000 graphs in the test set.
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Figure 3.4: (In all plots the x-axis refers to the number of iterations.) Top
two rows (four distinctive instances): queue size of the algorithms. Bottom row
(same instances as in the second row): distance d(u) together with B and P for
the DIJKSTRA-PREDICTION.

As to be expected, ORACLE inserts and removes the minimum possible number
of nodes only. As can also be inferred from Invariant 3.3.2, DIJKSTRA, DIJKSTRA-
PRUNING and DIJKSTRA-PREDICTION have the same number of REMOVE-
MIN operations. Observe that the results show that our algorithm DIJKSTRA-
PREDICTION outperforms all other algorithms, both in terms of the total number
of queue operations and cumulative queue size. DIJKSTRA-PREDICTION outper-
forms DIJKSTRA-PRUNING mostly on the number of insertions, as expected from
the analysis in Section 3.6. In terms of cumulative queue size, our algorithm



50 Chapter 3. Digkstra with Predictions for SSMTSP

ORACLE DiJks PRUNE PREDICTION BFS w-BFS
RM 59.39 59.39 59.39 59.39 59.39 59.39
IS 59.39 335.50 122.91 91.73 117.66 118.86
DP 0.78 43.96 5.87 2.89 5.29 5.46
Q 119.55 438.85  188.17 154.01 182.33 183.70
T 1.00 1.00 1.00 2.28 1.23 1.00
C 1456.16 | 13949.37 5245.96 2476.35 4825.09 4980.69
C 1.00 9.58 3.60 1.70 3.31 3.42

Table 3.5: Number of REMOVE-MIN (RM), INSERT (IS) and DECREASE-PRIO
(DP) operations, the total number of queue operations (@), the number of trials
(T'), the cumulative queue size C' (over all iterations), and the cumulative queue
size relative to the ORACLE C for DIJKSTRA, DIJKSTRA-PRUNING, DIJKSTRA-
PREDICTION and the oracle algorithm. Averaged over all graphs in the test set.

\ ORACLE \ D1JksS PRUNE PREDICTION
RUN TIME | 2.91[ 1451  5.29 4.80

Table 3.6: Run time in seconds for 10.000 graphs in test set for DIJK-
STRA, DIJKSTRA-PRUNING, DIJKSTRA-PREDICTION and the oracle algorithm.
Summed over all graphs in test set.

DIJKSTRA-PREDICTION even comes close to the benchmark ORACLE, the aver-
age cumulative queue size being only 1.7 times larger than the one of ORACLE;
DI1JKSTRA-PRUNING perform much worse, being off by a factor 3.6.

Next to counting the queue operations, which is a reliable measure in the sense
that it is machine-independent, we also measured the run time of the different
algorithms. The sum of the run times for the graphs in the test set can be seen in
Table 3.6. The DIJKSTRA-PREDICTION outperforms DIJKSTRA-PRUNING, which
on itself is already a great improvement over DIJKSTRA. As expected, the hy-
pothetical ORACLE algorithm beats them all, and shows the queue size required
in the case of perfect predictions. Even though the DIJKSTRA-PREDICTION al-
gorithm needs time to store the trace, make the prediction and keep track of
the reserve set, the benefit that the prediction provides is sufficient to improve
DI1JKSTRA-PRUNING.

3.5.6 Results for Different Graph Parameters

In all results so far in this chapter, we used a fixed set of parameters for the
random graph model, namely an average degree ¢ of 8, and a target probability
q of 0.02. A natural question that might arise is how our algorithm performs on
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q =0.02 0.06 0.18
Dk PruN PRED | DIJK PRUN PRrRED | DIJK PRUN PRED
c= 2.20 1.57 0.40 2.55 1.61 0.90 2.84 1.66 1.49
5 6.10 2.62 1.01 7.71 2.92 2.19 8.86 2.95 2.82
8 9.58 3.60 1.82 | 12.97 4.13 3.35 | 15.02 3.64 3.50
16 16.04 4.76 2.84 | 24.78 5.26 4.51 | 31.20 5.07 4.92
32 22.55 6.05 4.15 | 43.21 6.76 5.95 | 57.54 6.03 5.89

Table 3.7: Cumulative queue sizes relative to the the cumulative queue size of

ORACLE (C) for DIJKSTRA, DIJKSTRA-PRUNING and DIJKSTRA-PREDICTION
algorithm, for different random graph parameters ¢ and q.

a less specific random graph structure. To answer this question, we built a new
ML model, which is based on graphs with various random graph parameters, as
opposed to the single setting it relied on before. This new ML model showed us
that, even though it is based on graphs with various input parameters, DIJKSTRA-
PREDICTION is still able to reduce the cumulative queue size.

By taking ¢ from {2,5,8,16,32} and ¢ from {0.02,0.06,0.18}, we created
15 pairs of random graph parameters. For each of these pairs, we constructed
80,000 graphs, which together formed a large training set of 1.2 million instances.
We created a machine learning prediction model based on this training set, as
explained before in Section 3.5.2.

For each of the pairs of random graph parameters, we performed the OR-
ACLE, DIJKSTRA, DIJKSTRA-PRUNING and DIJKSTRA-PREDICTION algorithm
and compared the cumulative queue size of each algorithm to that of the OR-
ACLE. Table 3.7 shows the average relative cumulative queue size of 1,000 in-
stances. These results reveal two things. Firstly and crucially, for each pair of
random graph parameters, DIJKSTRA-PREDICTION is able to reduce the cumu-
lative queue size compared to DIJKSTRA-PRUNING. This means that our algo-
rithm does not lose its power to decrease the cumulative queue size, even when
it is used on less specific random graph structures. For lower values of ¢, which
means there are fewer target nodes in the instances, DIJKSTRA-PREDICTION has
a larger improvement over DIJKSTRA-PRUNING than for larger values of q. A
second observation is that the relative cumulative queue size can be lower than
1.0. For example, when ¢ = 2 and ¢ = 0.02, DIJKSTRA-PREDICTION has a
smaller cumulative queue size than ORACLE. This seems unexpected at first, but
can be explained by the fact that on average 4.83 UPDATE-PREDICTION routines
are executed for these graphs. This fairly large number of UPDATE-PREDICTION
routines shows that the prediction was significantly too low and had to be in-
creased several times. The low prediction caused the queue size to be low as well,
which explains the small C.
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3.6 Lower Bounds on Savings

In this section, we derive our lower bounds on the savings of DIJKSTRA-
PREDICTION. We assume without loss of generality that all edge weights are
normalized such that w(u,v) € [0,1] for all (u,v) € E. Further, for the sake
of the analysis, we assume that DIJKSTRA-PREDICTION starts with a prediction
P = D + ¢, where ¢ > 0 is the additive error of the prediction. In particu-
lar, we assume that the algorithm starts with this prediction from the beginning
(while it actually only becomes available after iq many iterations); but given
that ig is small, this assumption is negligible. Note that this clearly captures
the case when P is an overestimation of the actual distance D. However, our
analysis also provides bounds on the number of priority queue operations when
P is an underestimation of D. Let P,,4. be such an underestimation. Running
DIJKSTRA-PREDICTION with ig = 0 and P = P,,4. Will result in consecutive
calls of UPDATE-PREDICTION until P exceeds D for the first time. Let P, be
the value of P at this point in the algorithm. Now, we can compare the number
of queue operations between a run of DIJKSTRA-PREDICTION that makes a pre-
diction P = P,,4.r and a run of DIJKSTRA-PREDICTION that makes a prediction
P = P,.-. It holds that in the run with P = P,,4. each node can only be
inserted at a later stage into the priority queue than in the run with P = P,,.,.
It follows that the number of queue operations in the run starting with the un-
derestimation is at most the number of queue operations in the run starting with
the overestimation.

3.6.1 Worst-Case Instances

We first show that DIJKSTRA-PREDICTION might not prune a single edge, even
if the prediction is perfect (i.e., ¢ = 0). To see this, suppose that an adversary
can fix the entire input instance. Consider the instance depicted in Figure 3.5
(t being the only target node), parameterized by £ > 0. A moment of thought
reveals that, in the general case, a necessary condition for an edge (uy,v;) € E to
be pruned is that it belongs to the set L, defined as:

L:={(u,v) € E : d(u) <D and d(u) + w(u,v) > D}.

In Figure 3.5, L is indicated in grey. However, none of these edges will be pruned,
neither because of B nor P, since the tentative distance of each v; is 1 + ¢/2,
B = 0o and P = 1+ e. This holds even if the prediction is perfect (i.e., € = 0).
The point here is that the distance d(u;) = € of the start node u; is small, and
thus the tentative distance of v; cannot exceed P.

With this insight, we can strengthen the necessary condition for an (u,v) € E
to be pruned. Not only must (u,v) be in L, it must also hold that d(u) > D—1+e.
Based on a fixed threshold for d(u), namely 6 € (D — 1+ ¢, D], we define the set
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Figure 3.5: Instance in which no savings can be expected from our algorithm.
There is no pruning, even if predictions are perfect (¢ = 0).

of relevant edges as the set for which this necessary condition holds:
Lo :={(u,v) € E : 0 <d(u) <D and d(u) + w(u,v) > D}. (3.2)

Suppose that an adversary can fix the instance as before, but now we enforce it
to have many relevant edges. Even then, none of these relevant edges might be
pruned. To see this, consider the partial instance depicted in Figure 3.6. Here,
the nodes u; removed from the priority queue are sorted by increasing distances
d(u;) (from left to right); only the w;’s are shown for which d(w;) > D — 1+ ¢.
Also, only the relevant edges in Ly are shown (indicated in grey). Without further
restrictions, the adversary can still fix the weights of the relevant edges in Ly to
be D + ¢/2 — d(u;). Like in the previous example, none of these edges will be
pruned, neither because of B nor P, since d(v;) = D +¢/2, B can be as large as
oo and P = D + ¢. Note that this holds even for perfect predictions and 6 being
arbitrarily close to D (i.e., e =0 and § — D).

The conclusion to draw from these examples is that our algorithm might not
save on priority queue operations at all in the worst case. In essence, the crux here
is that even though we have perfect information about the shortest path distance,
this is not enough to speed-up the construction of the optimality certificate. Note
that for both instances the distances of all nodes need to be determined correctly
to obtain such a certificate. Given that DIJKSTRA already uses the minimum
number of priority queue operations to compute such a certificate, we cannot
hope to improve on this.

3.6.2 Partial Random Instances

Based on these examples, it is clear that we need to further restrict the power of
the adversary. We therefore introduce randomness in the instances to obtain a
more fine-grained understanding of the savings achieved by our algorithm. Gen-
erally speaking, we will do this by enforcing randomness on some of the edges,
while allowing the adversary to still control the rest of the input instance.
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D—1 0 d(t) =D
+¢€ U ()

[ ] [ ] [ ] [ ]
w(ug,v;) = D+ § — d(u;) Ly

Vi d(v)=D+5

Figure 3.6: Instance in which no savings can be expected from our algorithm.
There is no pruning, even if many relevant edges (u;,v;) € Ly.

The setup is as follows: We suppose that the adversary can fix the set () =

{uq,...,uw} of nodes that are removed from the priority queue, where u; is the

node removed in iteration 4, and the corresponding distances d(u;) < --- < d(u;)

EG et of these nodes. ¥ Further, the adversary can fix all outgoing edges of the
does this mean nocdes in (). Note that by doing so we implicitly allow that the adversary can fix
the weights of certain edges to enforce this configuration (because these weights
determine the order in which the nodes are removed from the priority queue).

Crucially, however, we do not allow the adversary to fix the weights of the relevant

edges in Ly: the weight of each relevant edge in Ly is random. In particular, in

this partially random setting, we assume that the weights for all edges (u,v) € Lqg

are independent and the distance labels d(u)+w(u, v) are uniform on [D, d(u)+1].
[WF7]
[WEF7]: This

means for the Given this partially random adversarial setting, we can lower bound the prob-
that: ~ ability of pruning an edge in Ly. Like in the instances in Figure 3.5 and Figure

3.6, the adversary still has enough power to set the instance such that none of
the edges in Ly are pruned based on the bound B. In contrast, each of the edges
in Ly is pruned with positive probability due to the prediction P, due to the
randomness assumption. By definition of Ly and 6, we know that for the edges
in Ly the necessary condition for pruning, d(u) > D + 1 — ¢, holds.

Lemma 3.6.1. Suppose Ly is defined as above, with 8 = D + ve — 1, for some
v € (1, %] Let X, be a random variable which equals 1 if edge e € Lg is pruned
and zero otherwise. Then P(X,=1)>1— %Y

Proof:

Let e = (u,v) € Ly be a relevant edge and let d(v) be the distance of v at
the end of the algorithm. Then e is pruned whenever the tentative distance
tent := d(u) +w(u,v) exceeds the prediction P. As argued before, e € Ly implies
that d(u) + w(u,v) is uniformly distributed on [D, d(u) + 1]. Furthermore, note
that 1 — (D — d(u)) > ~e follows from d(u) > 6 and the definition of # and note
that D + ¢ is contained in the interval [D,d(u) + 1], since D +¢ < D + ve <
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d(u)+1. We can simply apply the cumulative distribution function for the uniform

distribution:
P(X.=1]e€ Ly) > P(tent > P | d(v) > D)

P
P(d(u;) +w(e) = D+ e | d(v) > D)
P
1—

(w(e) = D —d(u;) + ¢ | wle) =2 D — d(us))

(D —d(u)+e) . €
1 — (D — d(us)) 1= (D —d(u;))
S1-S 91
e Y

P(X.=1)=P(tent > P) = P(d(u) + w(u,v) > D +¢)

d _
_d(u)+1 (D+e)21_i:1_1'
d(u) +1—-D e Y

O

We give some intuition for the lemma: the number of edges in Ly is largest when
v is close to 1, and the lemma shows there is a small positive probability for
each of those to be pruned by the prediction. As v increases to %, the threshold
6 approaches D and the size of Ly decreases. So the number of relevant edges
decreases, while the probability that each such edge is pruned increases.

Define X as the total number of pruned edges in Ly, i.e., X = ZeeLg X.. We
can lower bound both the expectation of X and X with high probability, which
is formalized in the following theorem.

Theorem 3.6.2. Suppose Ly is defined as above, with 0 = D + ~ve — 1, for some
v € (1, %] Then the expected number of pruned edges in Lg is

Bx] 2 (1- 1) L),
gl
Further, if (1 — %)|L9| > 8lnn, then
1
X250 - it

with high probability, i.e.,

P(X21<1——) \Lgy) >1- 1
2 ol n
Proof:

By linearity of expectation, it follows from Lemma 3.6.1 that:

ZXe] =Y E[X.]=) P(X.=

ecly ecLy e€Ly
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Note that X = > _; X, is a sum of |Ly| independent random variables. Let
i = E[X] be the expected value of X. The following (standard) Chernoff bound
holds for every ¢ € (0, 1):

P(X < (1-6)p) < e ™2
By choosing § = %, we obtain

P (X < 1#) < e H/8 < l,
2 n
where the second inequality holds because p = E[X]| > (1 — %)|L9| > 8lnn by
our assumption.
Using this, we conclude that

1 1 1 1
P(Xz-(l——> |L9|)2P(X2—u)21——.
2 ¥ 2 n

3.6.3 Random Model

We consider random instances constructed according to the model introduced
in Section 3.2. For these instances, we show that our DIJKSTRA-PREDICTION
algorithm saves a significant number of queue operations compared to DIJKSTRA-
PRUNING.

In the random model, it is not straightforward to compute the size of Ly.
Therefore, we will consider a specific subset of Ly for which we are able to compute
the size. More specifically, we only consider the edges (u,v) from Ly for which
the final distance d(v) is larger than D, i.e., edges from Ly that lead to a node v
which is not in (). Note that Ly may contain edges (u,v) with tentative distance
d(u) + w(u,v) > D, but whose final distance d(v) < D. These are relevant edges
having both endpoints in () that might be pruned. However, we do not account
for these savings in our analysis here. Also, note that there could be multiple
edges in Ly that lead to such a node v € (). In that case, we only consider the
(unique) edge in Ly which has led to an insertion of v into the priority queue in
the standard DIJKSTRA algorithm (disregarding edges that have led to a decrease
priority operation). We use Lj to denote this subset of Ly:

Ly = {(u,v) € Ly : v & Q, (u,v) leads to insertion of v in PQ of DIJKSTRA}.

In the DIJKSTRA algorithm, all the end nodes of edges in Lj are inserted in the
priority queue, but they are never removed. DIJKSTRA-PREDICTION can actu-
ally save a number of these insert operations by pruning the edges in Lj. We will
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lower bound these savings by computing an upper bound for the number of these
nodes which are still inserted in our DIJKSTRA-PREDICTION algorithm. Conse-
quently, all the edges which lead to nodes which are not inserted in DIJKSTRA-
PREDICTION are pruned.

First, we will prove the following Key Lemma which will help us to upper
bound the probability of inserting an endpoint of an edge in Lj below.

Lemma 3.6.3: (Key Lemma). Let X;,j =1,...,k+1, be k+1 uniform random
variables, with X; uniform on [a,b;] and by < --- < byyy. Let P > 0 be a real
number, which is contained in all intervals, i.e., a < P < by. Let & be the event

{ X1 < X;,Vj € [k]} and let & be the event {Xj11 < P}. Then:

1 P g\ k!
P < —1—=(1- .
(51/\52)_k+1< ( bk—a) )
Proof:

We will upper bound the probability by conditioning on values of X1, using the

law of total probability and applying the density function of Xyi1: fx,,,(s) =
1
bk+1—a'

br+1
P& NE) = / P& NE | Xiy1 = o) fx,,, (x)dx

1

bpy1 —a

bry1
/ P(gl A\ 82 | Xk+1 = l’)dl‘

Since P(E; AN &y | Xpy1 =) =01if x > P, we can write:

PENE | X =2)=P(ENE | { Xk =2} AN{x < P})
= P({Xp1 < X5, Vj} A{Xpa < P}
{Xpn =z} A {z < P})
Plx<X;,j=1,... k| {Xps1 =2} AN{x < P})
Px<X;,j=1,....k|xz<P)

|
=

Pz <X, |z <P)

(1 x—a)<(1 x—a)k
: bj—a) — by —a/)
The third equality holds because the conditioning already implies that X, < P.
The fourth equality holds since the value of X;,j = 1,...,k is independent of the

value of Xj11. Thereafter we use that all the X;’s are identically distributed, and
we use the cumulative distribution function of the uniform distribution. In the

=

.

|
=

.
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last inequality, we exploit that b; —a < by —a for all 5. We can use this, together
with -2=% < 1, to upper bound the expectation of & A &E:

bk+1—a -

B 1 b, —a ] z—a\"
_bk+1—a k‘+1 bk—a

B 1 b, —a ) P—a k+1+bk—a
_bk+1—a k?+1 bk—a k+1

_bg—a 1 1 1_P—a h
_bk+1—ak+1 bk—a

1 P—a k+1
< —11—-(1- .
_k—|—1 < bk—a)

[WEFS8]
[WE8]: Add
some intutiion
about

We will continue to lower bound the expected number of end nodes of edges
in Lj which are inserted in the DIJKSTRA-PREDICTION algorithm, despite the
prunings. We call this quantity INRPy. We condition on the event E;. Similar
to the adversarial setting, the event Ej fixes the set ) of nodes that are removed
from the priority queue and the corresponding distances of these nodes. Further,
E) fixes all outgoing edges of the nodes in (), and it fixes the number of edges in
Ly, which is denoted with [. Again, we do not allow the conditioning to fix the
weights of the relevant edges in Ly (and therefore Lj): the weight of each relevant
edge in Ly remains random.

It holds that the weights for all edges (u,v) € Lj are independent and the
distance labels d(u) + w(u,v) are uniform on [D,d(u) + 1]. This follows from
the random model, and because (u,v) € Lj implies d(u) + w(u,v) > D and
d(u) + w(u,v) < d(u) + 1, but nothing else. Note that the distribution of the
distance labels is the same as in the partial random instances that we considered
in Section 3.6.2, however, in that section, it was an assumption, while here it
follows from the random model in combination with the conditioning on F;.

Theorem 3.6.4. Suppose Ly is defined as above, with @ = D + ~ve — 1, for some
v € (1, %} Let INRP,y be the number of end nodes of edges in Ly which are
inserted but never removed in the DIJKSTRA-PREDICTION algorithm. Under the
conditioning of the event Ey, i.e., |Ly| = | and the adversarial setting, we have



3.6. Lower Bounds on Savings 29

that:
Faem () w1,
EUNRPQ | El] <l ( n 5 Zf = ¢
L if 1 < 2.
Y q
Proof:
Let [ be the size of Lj, and let e; = (uy,v1),e2 = (u2,v2),...,e = (u,v;) be all

the edges in Lj. Note that there might be repetitions in the u;’s, but all the v;’s
are distinct. For ¢ = 1,... 1, define X; = d(u;) + w(e;). We observed in the
previous section that for all edges e; in Lj it holds that X; is randomly uniform
on [D,d(u;) + 1].

In DIJKSTRA-PRUNING e; leads to an insertion only if X; is smaller than X;
for every free v;, with j < ¢. Suppose that there are k of these free v;’s preceding
v; in the endpoints of Lj. In DIJKSTRA-PREDICTION, an extra condition must
be met, namely that X; does not exceed the prediction. To lower bound the
expectation of INRPy, we partition over k, the number of free v; preceding v;:

E[INRP | E)] <
Z Z (z ]_{ 1) ¢"(1— ) " "P{X; < X;,Vj € [k]} AM{X; < P})

1<i<l 0<k<i

To be able to apply our Key Lemma (Lemma 3.6.3), we need the variables X to
be randomly uniform. We have already shown that they are randomly uniform
on [D,d(u;) + 1], for which the upper bounds increase as j increases. Moreover,
we need that P < d(uy) + 1, which holds since for all edges (u;,v) in Lj we have
d(u;) > D — 1+ ¢ and thus d(u;) + 1 > P. Therefore, we can apply our Key
Lemma to upper bound the probability in the sum above by

P_D k+1 1 1\ AL
1—(1- <~ |hh-(1-=
( d(uk)+1—D> —k+1 ( 7) ’

1—1 1
G R (33
<i<l 0<k<s

i — 1) i e 1 < 1>k+1
— ¢"(1—q) —(1—-= . (34
10<k<s < k k +1 v

1<i

1
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which gives

E[INRPy | Ej] <
1

A

IN

From Bast et al. [2003] it follows that (3.3) is equal to 37, (1 — (1 — q)").
We will use similar techniques to obtain such an expression for (3.4). We use
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(ifl) = %( : ), and then use the binomial theorem of Newton to rewrite the

=252 (1) ((=3) e
Z — Y (Z)q’“ (1 — %)k(l —q) - (1- Q)i]

1
1<i<I q | 0<k<1
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Combining these two bounds, we obtain

1<z<l

1;—}—0—%)1-

For each i such that 1 < ¢ <[ holds that (1 — (1 — 7) ) <!

such that 7 <4 <1 we can use the stronger bound (1 — (
we do not use the latter bound in case g > [. This gives:

. Moreover, for each ¢
— %)2) < 1. Note that
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If 1 > v/q, it holds that >, L~ 1In(l/[v/q]) <In(lq/~), and therefore:
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The event F; fixes the distances of all of the nodes that are removed from the
priority queue, including the last node. It follows that D is fixed by the event
E;. Assuming that the value of D equals d allows us to choose v based on d, as
follows (note that this does require that d € [0,1 —¢)): v(d) = (1 — d)/e, which
makes 6 equal to 0. This means that all the edges that lead to nodes that are
inserted but not removed by DIJKSTRA are in the set Lj. Said differently, the
size of |Lj| is equal to the number of nodes that are inserted but never removed
in the priority queue by the DIJKSTRA algorithm. Bast et al. [2003] estimate the
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expected value of this quantity, conditional on that many nodes are reachable
from s, which is denoted with “R is large” and explained in more detail below.

The number of nodes reachable from s is studied in Section 10.5 of Alon and
Spencer [2016]. Let o > 0 be such that & = 1 — exp(—ca), and let R be the
number of nodes reachable from s. Intuitively, R is either bounded by a constant
with probability about 1 — «, or it is approximately an with probability about
a. Formally, for every ¢ > 0 and 6 > 0, there is a ty such that for all sufficiently
large n, it holds that

l—a—e<PR<t)<l—a+e,

and
a—e<P((l-9an<R<(1+4+d)an) <a+e.

Like in Bast et al. [2003], we set 6 = 0.01 and we restrict ourselves to the set of
graphs with more than (1 — §)an nodes reachable from s.

We want the probability of a target node being reachable from s to be large,
which we accomplish by upper bounding the probability that all reachable nodes
are not target nodes. This probability is

(1 =)™ < exp(—ang) = exp(—af).

This probability is at most 1 /n2 whenever ¢ > 2 and f > 4Inn, since ¢ > 2

implies o > 1. We therefore require that ¢ > 2, f > 4Inn and assume that

2
R > (1 —d)an. We refer to these assumption as “R is large”.

Bast et al. [2003] denote the number of nodes reachable from s by INRS
and estimate its expected value. We summarise their findings in the following

proposition.

Proposition 3.6.5: (Bast et al. [2003]). Consider an instance from the random
model introduced in Section 3.2. Let R be the number of reachable nodes from s
in the random graph. Then the expected number of nodes that are inserted but
never removed in the priority queue by the DIJKSTRA algorithm, given that R is
large, is approximately:

-1
E[INRS | R is large | ~ CT

WEl By exploiting this proposition, we can drop the dependency on the size of WES para.

Lj, and we obtain the following theorem. graph  about

other paper
edge weights

Theorem 3.6.6. Suppose—D—ties—in—10+—=1/""" Let INRP be the number of indpenedat.
. anc SEl_y
nodes that are inserted but never removed by DIJKSTRA-PREDICTION. For each expectation
is equa, o

d E [07 1 - 6) hOldS depnedent

E[INRP | R is large and D = d | <
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Proof:
We can upper bound the expected value of INRPy given in Theorem 3.6.4 as
follows.

Since the upper bound for the expectation of INRP, only depends on [ and ~
(where we choose v based on d as described above) the following holds:

l(1—1—111 (l—q)) if | > 19,
E[INRP | INRS=1, D = d and R is large|] < ql " if (qd)
L 1 < —.

v(d) q
Note that this expectation is differentiable in [, and also concave in [ since
the derivative is monotonically non-increasing. The concavity allows us to drop
the conditioning on [, and we can replace [ with the expectation of INRS given
that R is large (using Proposition 3.6.5). Note here that the expectation of INRS
given that R is large is independent of the value of D. As described above, we
choose y(d) = (1 —d)/e.

1 (c—1)ge e 1-d
6<1+1n<q(175)>> lfC—12T7
(c—1)e ife—1< =4

1—i—ln(c—1)—ln(1%d)) ifc—lzl%d,
if c—1< 4,

(1+max{0, In(c —1) —In (1Ed)}>

O

E[INRP | R is large and D = d]| <
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iy
|
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=
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Let INRR denote the number of nodes that are inserted but never removed by
DIJKSTRA-PRUNING. It is shown by Bast et al. [2003| that (independently of the
value of D):
E[INRR | R is large| < é (1+1In(c—1)).

That is, our DIJKSTRA-PREDICTION algorithm either saves In(1 — d)/e)/q (in
case that (c—1)e > 1—d), or 1/g(In(c — 1) + (1 — (¢ — 1)e/(1 — d) (in case that
(¢c—1)e > 1—d) insertions of such nodes compared to the DIJKSTRA-PRUNING al-
gorithm. So even though DIJKSTRA-PRUNING already saves a significant number
of insertions, DIJKSTRA-PREDICTION is able to further improve on this. Natu-
rally, these savings grow whenever the prediction becomes more accurate and ¢
decreases.

WOl Tn the experiments in the previous section, we considered random in-
stances with n = 1000, ¢ = 8 and ¢ = 0.02. For these instances, D is approxi-
mately 0.55 (see Table 3.1. With a prediction P = D + ¢ which overestimates D
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by at most € = 0.1 (which seems reasonable from the experiments), the expected
number of INRP of DIJKSTRA-PREDICTION is at most 63. In comparison, the
expected number of INRS of DIJKSTRA is 350; so our algorithm saves at least
287 of these insertions. The expected number of INRR of DIJKSTRA-PRUNING
is at most 137; our algorithm significantly improves upon this by exploiting the
prediction.

3.7 Conclusion and Discussion

The goal of the research in this chapter was to investigate whether Dijkstra’s
algorithm for the SSMTSP problem can be improved by using a single prediction
value while insisting on a certificate of optimality even if the prediction is arbitrar-
ily bad. Our experiments show that our algorithm provides a clear improvement
in terms of the number of queue operations compared to the (already sophisti-
cated) DIJKSTRA-PRUNING algorithm. Also, the running time of our algorithm
improves over DIJKSTRA-PRUNING.

From a practical point of view, there is a straightforward way to improve the
running time of our algorithm further: The bottleneck of our implementation is
that we insist on constructing a certificate of optimality even if the prediction is
arbitrarily bad. This forces us to maintain a partition of all visited nodes into the
priority queue and the reserve list. The latter is used to store all nodes that could
potentially become relevant at a later stage, which might cause an overhead. If,
however, we had some confidence that the predicted shortest path distance P
is not too far from the actual shortest path distance D (e.g., say that we need
to inflate P at most z times), then we could prune many more edges from the
beginning (e.g., by setting B = 3*P).

We conducted empirical experiments on random graphs. A natural follow-
up study would be to test the workings of DIJKSTRA-PRUNING on real-world
networks. Especially real-world networks with a known well-working distance
approximation algorithm would be interesting candidates, like in Rizi et al. [2018].
The distance approximation algorithm predicts the distance between two given
nodes in the network, and can be consulted for the source node together with
each of the target nodes. The minimum of these predictions can then serve as
prediction P in DIJKSTRA-PRUNING from the first iteration. We expect that
having such a prediction from the start can significantly reduce the algorithm’s
running time.






Chapter 4

Solving the Casting Problem

4.1 Introduction

The Generalized Assignment Problem (GAP) is a well-known and well-studied
problem (see e.g. |[Ross and Soland, 1975, Fisher et al., 1986, Savelsbergh, 1997,
Martello and Toth, 1990, Cattrysse and Van Wassenhove, 1992, Yagiura and
Ibaraki, 2007, Oncan, 2007, Maniezzo et al., 2021]). An instance of GAP consists
of a tuple (M, N, (b;)ienm, (Wij)iem jen, (Vij)iem jen) Where M is a set of m knap-
sacks and N is a set of n items. Each knapsack ¢ € M has a capacity b; > 0, and
for each item j and knapsack 7, a weight w;; > 0 and a value v;; > 0 are given. A
feasible solution for GAP is an assignment of all items to knapsacks such that the
total weight of items assigned to a knapsack is at most the knapsack’s capacity.
The goal of GAP is to find a feasible solution that maximizes the value.

We consider a special case of GAP, referred to as the CASTING PROBLEM,
in which each weight w;; for an item j equals wj;, independently of the knap-
sack i, and each value v;; equals w;/b;. An instance of the casting problem is
denoted with (M, N, (b;)iem, (w;)jen), but for the sake of brevity we sometimes
use (M, N). The CASTING PROBLEM can naturally be formulated as an integer
linear program (ILP).To this aim, we introduce a decision variable z;; € {0,1}
that indicates if item j € N is packed in knapsack ¢ € M or not. The following
ILP describes our CASTING PROBLEM; subsequently, we use (CP) to refer to this

65
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formulation:

1
maximize c¢(x) = Z » Z W;iT;; (4.1a)

ieM ' jeN
subject to ijxij < Vie M (4.1b)
jEN
» ay=1 VjeN (4.1¢)
ieM
z;; € {0,1} Vie M, VjeN (4.1d)

The CASTING PROBLEM was introduced by Deb and Myburgh [2017] and is
inspired by a practical problem present in metal foundries. In a foundry, heats
of metal are molten and cast into objects of different sizes. The sizes of the
objects that are cast from one heat may not add up to the size of the heat, and
some molten metal remains. The ratio of used metal to the total size of the
heat is called the metal utilization ratio. Formally, the utilization ratio of a heat
is defined as the total weight of objects that are cast from the heat divided by
the size of the heat. The goal of this practical problem is to create a casting
assignment of products over heats such that the utilization ratio, averaged over
the heats, is maximized. By regarding the heats as knapsacks, the CASTING
PROBLEM exactly solves this problem. To be precise, the goal of the CASTING
PROBLEM is to find an assignment that maximizes the sum of utilization ratios
over the heats, which is equivalent to finding an assignment that maximizes the
average utilization ratio.

It is not hard to see that the casting problem is closely related to the related
machine scheduling problem (also referred to as the uniform machine scheduling
problem) |Hochbaum and Shmoys, 1988|. In related machine scheduling, a set
of jobs with processing time p; for job j needs to be planned on machines with
speed s; for machine i. Executing a job j on machine i takes p;/s; time units.
In the decision version of related machine scheduling, the goal is to decide if a
schedule exists that plans each job on a machine and finishes within a given time
limit. A moment of thought reveals that the problem of finding a feasible solution
to the casting problem is equivalent to the decision version of related machine
scheduling with a time limit of 1, see also Section 4.2. The decision version of
related machine scheduling is NP-complete [Garey and Johnson, 1979, Hochbaum
and Shmoys, 1988|. By exploiting this equivalence, we conclude that the problem
of finding a feasible solution to the casting problem is NP-complete as well. In
particular, this means that we cannot expect to find an algorithm that finds an
optimal solution to the casting problem in polynomial time; in fact, this even
rules out that a polynomial-time approximation algorithm exists, unless P = NP.

Even though the CASTING PROBLEM is NP-complete, the aim of this chapter
is to find efficient methods of solving a specific set of instances. We focus on
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the instances given in the paper that introduces the CASTING PROBLEM, Deb
and Myburgh [2017]. A straightforward way to solve the given instances would
be to input the CPformulation to a mathematical programming solver like the
Gurobi optimizer [Gurobi Optimization, LLC, 2023|. However, as also pointed
out in Deb and Myburgh [2017], these mathematical programming solvers are not
capable of solving the larger instances in the instance set, i.e., with more than
10.000 variables, within a time limit of an hour.

The first method that we study is based on an alternative formulation of the
CASTING PROBLEM in which the assignment Constraint (4.1c) is relaxed and
lifted to the objective function. In this alternative formulation, a solution where
not every item is assigned to a knapsack becomes feasible, allowing mathematical
programming solvers to more easily find feasible solutions. A penalty in the ob-
jective function ensures that solutions in which every item is assigned are favored
over other solutions.

The second method that we propose in this chapter is based on a disaggregated
formulation for the CASTING PROBLEM, inspired by a branch-and-price method
used for solving the GAP [Savelsbergh, 1997]. We present a disaggregated ILP
formulation of the CASTING PROBLEM, with an exponential number of variables.
Savelsbergh [1997] solve the GAP by considering the disaggregated formulation
with a restricted set of variables, where the variables are created using itera-
tive column generation techniques. We present an alternative for using column
generation by exploiting the small number of distinct item sizes and knapsack ca-
pacities in the given instances. By doing so, we create a set of variables for which
we can prove that any feasible solution of the disaggregated ILP formulation with
these variables is optimal. This allows us to solve all the instances introduced in
Deb and Myburgh [2017], also the larger ones, to optimality, taking at most ~75
minutes. As a comparison, the algorithm in Deb and Myburgh [2017] needs more
than 6 days to solve the largest instance, with no optimality guarantee.

4.1.1 Contributions

e We show that the problem of finding a feasible solution to the casting prob-
lem is equivalent to the decision version of related machine scheduling and
therefore NP-complete. Therefore we cannot expect to find a polynomial-
time approximation algorithm for the casting problem.

e We present a new formulation of the CASTING PROBLEM in which we re-
lax the item assignment constraint and lift it to the objective. This aids
mathematical programming solvers since it becomes easier to find feasible
solutions. We show empirically that the optimization time decreases by
using the alternative formulation.

e We present a disaggregated ILP formulation for the CASTING PROBLEM
with an exponential number of varbiables. We prove that it suffices to con-
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sider a specific subset of these variables, and show that any feasible solution
with these variables is an optimal solution for the CASTING PROBLEM. We
solve all considered instances to optimality within ~75 minutes.

4.1.2 Related Work

The casting problem was introduced by Deb and Myburgh [2017|. The formula-
tion of the casting problem in that paper differs slightly from our definition: the
objective is scaled with the constant 1/m and an extra integer d; is introduced
for each item 7, which indicates how many times item j needs to be assigned.
Integer variables are used instead of binary variables, which indicate how many
copies of item j are assigned to heat ¢. A moment of thought reveals that the two
formulations are equivalent, since the demand d; is bounded by 1/w; .., b; in
every instance that has a feasible solution.

In [Deb and Myburgh, 2017|, the set of knapsacks and their capacities is not
given, but it is computed based on a given shortlist of knapsack capacities of
length &k, denoted with [y, ly,...,l;_1. The computed set of knapsacks consists
of a certain number of repetitions of this shortlist. The number of repetitions,
denoted with r, is computed based on a given parameter n, for which holds that
0 <n < 1. nis the desired utilization ratio. Then the total number of repetitions
is computed as follows: it is the largest integer such that the sum of all item
weights divided by the total knapsack capacity exceeds n, i.e., the largest r € N

such that
ZjeN Wi <.
r il

It follows that m equals the number of repetitions times the number of knapsacks
in the shortlist, i.e., m = r - k. Moreover, it follows that b; = [ for i’ =7 mod k.

After computing m based on 7, a genetic algorithm is used to search for a
solution with a score that is at least 1. In most experiments, 7 is set to 0.997.
It is claimed in the paper that it suffices to stop searching for a better solution
whenever a solution is found with score 7, since it is implied that no solution can
exist with a score that exceeds 7. We believe otherwise for general . For n = 2/3,
we give a counterexample in Figure 4.1, where a feasible solution is given with a
score strictly larger than n. The counterexample in Figure 4.1 generalizes to more
values of n, by adding extra knapsacks with capacity 1 and the same number of
items with weight 1.

Since it holds that solutions might exist that have a solution value that exceeds
7, the genetic algorithm produces an approximate solution without any proof of
optimality. Deb and Myburgh [2017] show that this genetic algorithm is able to
find these approximate solutions for very large instances, up to 100.000 knapsacks,
on a specially equipped computer. Since a straightforward implementation of
the MIP formulation into CPLEX is not able to find solutions for these large
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by =3 by =6 by =3 by =6
(a) Solution 1 (b) Solution 2

Figure 4.1: Two possible solutions for an instance with two knapsacks and six
items, each with weight 1, for = 2/3. The left solution has an average utilization
ratio of 2/3, exactly equal to 7. The right solution has an average utilization ratio
of 3/4 and therefore shows that an average utilization ratio strictly larger than n
is possible.

instances, they claim that their study ‘directly compares with state-of-the-art
popular commercial and public-domain software in establishing the superiority
of population-based methods in solving large-scale problems’. However, we show
in our empirical results section that using a disaggregated formulation and a
predefined computation of specific variables solves even the large instances in
reasonable computing time, with a certificate of optimality.

Moreover, they claim that their study ‘clearly portrays the fact that if a near-
optimal solution is desired, it is possible to develop a polynomial-time algorithm
for addressing NP-hard problems’. We show that even without considering the
objective, the problem of finding a feasible solution to the casting problem remains
NP-complete. Stating that it is possible to develop a polynomial-time algorithm
would imply that P = NP. Lastly, Deb and Myburgh [2017] draw a parallel
between the casting problem and the multiple knapsack problem. We want to
point out the important difference that in the multiple knapsack problem it is not
necessary to assign all items to knapsacks, while this is required in the casting
problem.

4.1.3 Organization of Chapter

In the next section, we show that the CASTING PROBLEM is NP-complete and
elaborate more on the column generation approach for GAP. We present the
auxiliary variable formulation in Section 4.3, after which we give the disaggregated
formulation in Section 4.4. The results for running the different solving methods
on the empirical instances are reported in Section 4.5.
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4.2 Preliminaries

4.2.1 CASTING PROBLEM is NP-Complete

As explained in the introduction of this chapter, the CASTING PROBLEM problem
is closely related to the related machine scheduling problem. The decision version
of the related machine scheduling problem is defined by a set of jobs J, a set of
machines /, and a time limit 7" > 0. Each job j € J has a given processing time
p;j > 0 and each machine ¢ € I has a given speed s; > 0. Executing a job j on
machine i takes p;/s; time units. The goal of the problem is to decide if there
exists an assignment of jobs to machines such that all jobs are executed within
the time limit 7.

By exploiting the relation with the related machine scheduling problem, it is
not hard to prove that the CASTING PROBLEM is an NP-complete problem. In
fact, the feasibility problem is already NP-complete.

Theorem 4.2.1. The problem of finding a feasible solution to the CASTING
PROBLEM is strongly NP-complete.

Proof:

We will prove that the feasibility problem of the CASTING PROBLEM is equivalent
to the decision version of related machine scheduling. Garey and Johnson [1979]
show that the decision version of related machine scheduling is strongly NP-
complete, even if all machines are identical.’ Given an instance of the related
machine scheduling problem (7, J, (s;)ier, (p;j)jes) we define an instance of the
CASTING PROBLEM, (M, N, (bi)iem, (w;)jen), as follows. Let M = I, N = J,b; =
s; for i € M and w; = p;/T for j € N. Let x;; denote a feasible solution of
the related machine scheduling problem, where x;; = 1 if and only if job j is
assigned to machine i. We can compute a solution to the CASTING PROBLEM
by assigning item j to knapsack i if job j was assigned to machine 7. Since each
feasible solution of the related machine scheduling problem assigns each job to
exactly one machine, it holds that each item is assigned to exactly one knapsack
in the casting solution. Moreover, for each feasible solution z;; of the related
machine scheduling problem it holds that for every ¢ € I:

i

xij S Tv
S;

J

which is equivalent to, for every ¢ € M:
Z W; T4 S bz
J

'If the number of machines is bounded, the problem is no longer strongly NP-complete and
can be solved in pseudo-polynomial time.
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This proves that the capacity constraint for the CASTING PROBLEM holds. This
proves that finding a feasible solution to the CASTING PROBLEM in the new
instance is equivalent to deciding if an assignment of jobs to machines exists that
can be executed within time limit 7. O

4.2.2 Column Generation for GAP

In Savelsbergh [1997], a formulation with an exponential number of variables is
presented for the GAP. The linear relaxation of this problem can be solved with
column generation, while an integer solution is found using a branch-and-price
framework. Later in this chapter, we present a formulation for the CASTING
PROBLEM with an exponential number of variables, inspired by the formulation
by Savelsbergh [1997]. Therefore we elaborate on this column generation approach
for GAP here.

Let (M, N, (bi)iem, (Wij)iem,jen, (Vij)iem jen) be an instance of GAP, as ex-
plained in the introduction of this chapter. Let P, = {x},x},...,x} } be the
set of all feasible assignments of items in N to a knapsack ¢ € M, i.e., each
x! = (2, 2h,...,2,,), for i € M and p € {1,...,p;}, is a feasible solution to
the following set of constraints:

Z wijxs, < b

JEN
af, €{0,1}  jeN.

For each v € M, this set of constraints is equivalent to the feasibility problem of
a knapsack problem with capacity b;.

Fori e M and p € {1,...,p;}, introduce binary variable y;, which indicates if
i gets assigned the items specified by the feasible assignment @;,. The formulation
for GAP with an exponential number of variables, referred to as the disaggregated
formulation for GAP is then as follows:

maximize Z i (Z vijx§p> y (4.2a)

i€M p=1 \jeEN
DPi
subject to Z Za:;-py; =1 VjeN (4.2b)
ieM p=1
Pi '
Syi<1 VieM (4.2¢)
p=1
y,€{0,1} VieM, p=1,...,p (4.2d)

The first constraint ensures that each item is assigned exactly once over all knap-
sacks. The second constraint ensures that at most one feasible assignment of
items is selected for each knapsack.
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Savelsbergh [1997| observe that the disaggregated formulation for GAP is
essentially obtained by applying Dantzig-Wolfe decomposition to the standard
formulation of GAP, where the knapsack constraints have been placed in the
subproblem. We refer to Bertsimas and Tsitsiklis [1997] for a detailed explanation
of Dantzig-Wolfe decompositions.

We refer to the linear relaxation of the aggregated formulation of GAP as the
master problem (MP). It is not possible to solve the MP directly since it contains
an exponential number of variables. Instead, we consider the restricted master
problem (RMP), which only considers a subset of the variables. We will add
the necessary variables to the RMP using a technique called column generation.
Column generation is a pricing scheme in which a column is created with the
largest reduced cost. Note that a column in the matrix form corresponds with
a variable in the disaggregated formulation, that is why the terms column and
variable are used interchangeably in the column generation context. The tech-
nique is introduced by Gilmore and Gomory [1961] in the context of cutting stock
problems.

We elaborate more on the workings of column generation for the GAP. The
RMP can be solved with a standard technique like the simplex method. Suppose
we have found an optimal solution to the RMP, then let (m;, A;) be an optimal
solution to the dual problem, where 7; is the dual variable belonging to Constraint
(4.2b) and \; is the dual variable belonging to Constraint (4.2c). Additional
columns to the RMP can then be generated by solving the following pricing
problem:

max {z(KF) — m}, (4.3)
where for each i € M, z(K P;) is the value of the optimal solution to the following
knapsack problem:

z(K P;) = maximize Z (vij — Aj)
JEN
subject to Zwijxé < b (4.4)
jEN
b e{0,1} VjeN

If the solution to the pricing problem (4.3) is positive, a column is found with
positive reduced cost and it can be added to the RMP. If the solution to the
pricing problem is less than or equal to zero, it follows that the reduced cost is
less than or equal to zero for all © € M. This must mean that the optimal solution
for the RMP is also optimal for the MP, and we no longer need to search for new
columns.

The column generation approach described above solves the MP, i.e., the
linear relaxation of the disaggregated formulation for GAP. To solve the original,
integer, disaggregated formulation for GAP, column generation must be applied
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in a so-called branch-and-price framework. Since we do not use this branch-and-
price framework for the CASTING PROBLEM, we omit the details here and refer
to Savelsbergh [1997| for the framework and compatible branching rules.

4.3 Auxiliary Variable Formulation

In this section, we introduce an alternative formulation of the CASTING PROB-
LEM, in which we allow that an item is not assigned to a knapsack, at the cost
of a penalty. We accomplish this by lifting Constraint (4.1c) to the objective
function, i.e., we deal with it in a soft manner. By doing so, we increase the num-
ber of feasible solutions and therefore make it easier to find a feasible solution,
which can aid mathematical programming solvers and potentially speed-up the
optimization time.

To accomplish this, we introduce decision variable z; for each item j € N,
which equals 1 if an item is not assigned to any knapsack, and 0 otherwise.
We can then update Constraint (4.1c) and introduce a penalty in the objective
function for any positive z;. In order to prioritize decreasing the penalty over
increasing the original objective value, we divide the original objective by m,
similarly as in the original paper by Deb and Myburgh [2017] (see Section 4.1.2).
The formulation, which we refer to as the AUXILIARY VARIABLE FORMULATION
(AVF), is then as follows:

.. 1 1
maximize — E — E wjxw — E Z]
m <~ b; ,
ieM JEN JEN

subject to ijxij S bi, 1e€M

jEN

(4.5)
inj—l—zj:l, jEN
€M

xi; € {0,1}

Zj 2 0

Note that it is not necessary to enforce variable z; to be binary, this is implied
by the constraints and integrality of x;;. We prove that this formulation indeed
solves feasible instances of the CASTING PROBLEM:

Theorem 4.3.1. If the CASTING PROBLEM has a feasible solution, then the
optimal solution value of the CASTING PROBLEM is equal to the optimal solution
value of (4.5).

Proof:
We assume that the CASTING PROBLEM has a feasible solution. It is easy to see
that « is a feasible solution to the CASTING PROBLEM if and only if (x,z = 0)
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is a feasible solution to (4.5). Moreover, the objective value of  in the CASTING
PROBLEM equals the objective value of (x,0) in (4.5), multiplied with m. This
means that (4.5) has a feasible solution with a positive objective value. Any
solution for (4.5) for which z is unequal to 0 has a negative solution value, there-
fore, z equals 0 in the optimal solution for (4.5), and it is therefore equal to the
solution value of the CASTING PROBLEM. O

4.4 Disaggregated Formulation

In this section we present a disaggregated formulation of the CASTING PROBLEM,
based on the disaggregated formulation of the GAP as presented by Savelsbergh
[1997| (see Section 4.2). Before giving the formulation, we introduce an item
aggregation that is also mentioned in Section 4.1.2, and a knapsack aggregation,
both are explained below. We also give assumptions on the instances that we
solve with the disaggregated formulation and present a general theorem which is
essentially an optimality condition for the CASTING PROBLEM.

Item Aggregation

Let N be the original item set. Then the aggregated item set, for the remainder
of this section denoted with N, is the largest subset of N, such that no two
items have the same weight. Intuitively, N is obtained from N by traversing
through the items and deleting each item that has a weight that has already been
encountered. For each j € N, let integer d; indicate the number of times an item
with weight w; appears in the original item set N. We refer to d; as the demand
of item j. The item constraint (4.1c) needs to be adjusted to the new demand
parameter d; as follows:

> wy=d; jeN. (4.6)

ieM
For the creation of columns, explained later in this section, we make the following
assumption. Whenever the instances grow in size, we assume that the number of
unique item weights in /N remains constant.

Knapsack Aggregation

We assume without loss of generality that the knapsacks are ordered based on
non-decreasing capacity, so by < ... < b,,. Suppose there are m distinct knapsack
capacities. We partition the knapsacks into sets M(1),..., M (m), such that all
knapsacks in a set have the same capacity, i.e., i,i’ € M (k) <= b; = by. The
partition preserves the order in the knapsacks, i.e., if ¢ € M (k) and ¢/ € M(k'),



4.4. Disaggregated Formulation 75

then k£ < k' <= b; < by. By this notation, M (m) contains all knapsacks that
have the largest knapsack capacity, b,,.

For the creation of columns, explained later in this section, we make an as-
sumption again. Namely, we assume that the number of unique knapsack capac-
ities, m, is at most 2.

Problem analysis

The aggregation of knapsacks and items allows us to prove the following theorem
about the optimality of a solution to the CASTING PROBLEM.

Theorem 4.4.1. Any feasible solution to the CASTING PROBLEM which maxi-
mizes ¢ 1s optimal, where ¢ equals:

. 1 1
o= S () S
iEM\M(m) N ° ™7 jeN

Proof:
It suffices to prove that ¢ equals the objective function of the CASTING PROBLEM
minus a constant value A, defined as:

1
/\ = b_ ijdj.
™ jeN

The objective function of the CASTING PROBLEM minus A is equal to:

C(CB)—/\:ZblZU}]ZE”—biZ’LUJd]

ieM ' jeN jEN
3PS DBITED BFed L
b b
ieM ' jeN ieM " jeN
1 1
=3 (5 o) S
ieM Nt m/ jeN
1 1
5 (g
iEM\M(m) N ' m/ jeN

The second equality holds by (4.6) and the last equality holds since b; = b, for
all i € M(mm).
O

If there are only one or two different knapsack capacities, as we assume, The-
orem 4.4.1 can be simplified to one of the following corollaries.

Corollary 4.4.2. If all knapsacks have equal capacity, any feasible solution is
optimal.
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Proof:
Follows directly from Theorem 4.4.1 with / = 1. Then M = M (m) and ¢ = 0,
so any feasible solution is optimal. O

Corollary 4.4.3. If there are two distinct knapsack capacities, any feasible solu-
tion that maximizes the total weight assigned to knapsacks in M (1) is optimal.

Proof:
Follows directly from Theorem 4.4.1 with m = 2. Then M = M (1) U M(2) and
also M\ M(m) = M(1), and therefore ¢ equals:

. 1 1
CcC = Z <a — a) jze;ijxij

i€M(1)

It follows that maximizing the weight on knapsacks in M (1) is equivalent to
maximizing c. 0O

Disaggregated Formulation for CASTING PROBLEM

For the remainder of this section, we allow a slight abuse of notation and write
by if we mean b; for an i € M (k), this is possible since all the knapsacks in M (k)
have the same capacity, by definition. For each of these subsets of knapsacks,
we will define an exponential number (denoted by py) of decision variables. We

do this as follows: for k = 1,...,m, let P, = {a},«5,... ,a} } be the set of
all feasible assignments of items in /N to a knapsack with capacity by, i.e., each
xy = (xf,, 25,, ..., 2k ) is a feasible solution to the following set of constraints:
Z wjm?p < by
JEN
h < d;
gp = 4
zt, € Ny, jEN.

This set of constraints can be regarded as finding a feasible solution to a knapsack
problem in which at most d; copies of item j can be assigned to a knapsack with
capacity b.

For k=1,...,mand p € {1,...,px}, we introduce integer variable y;f, which
indicates the number of knapsacks of M (k) that get assigned the items specified
by the feasible assignment w’;. This allows us to give the following ILP, which we
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refer to as the disaggregated formulation of the CASTING PROBLEM.

maximaize E E ( E U)j jp) yp
p—l JEN

m Pk

subject to ZZ:{: pyp =d; VjeN (4.7)

k=1 p=1
Pk
Dy =IME)| k=1,...,m
p=1

y;fENo kzl,...,m, pzl,,pk

The first constraint ensures that over all knapsacks, enough items are assigned.
The second constraint ensures that exactly enough assignments for knapsacks in
each M (k) are chosen.

The disaggregated formulation of the CASTING PROBLEM has an exponential
number of variables. Therefore, we will consider a so-called restricted master
problem (RMP) that considers only a subset of these variables. Usually, in column
generation approaches, new variables for the RMP are computed using column
generation repeatedly until an optimal solution has been found, as explained in
Section 4.2. The assumptions that we made on the instances that we consider
allow us to circumvent the process of column generation. We assumed that the
number of unique knapsack capacities and the number of unique item weights
are constant. This allows us to solve the RMP using a pre-computed set of high-
quality variables. The meaning of ‘high quality’ will be clarified below.

In fact, the quality of these pre-computed variables is as good as possible,
meaning that if we can find any feasible solution to the master problem with
these variables, it is automatically optimal. By Corollary 4.4.3, we know that for
instances with only two unique knapsack capacities, a feasible solution is optimal
if the total weight assigned to knapsacks with the small capacity is maximized.
Therefore, for the small knapsacks M (1), we let P; be the set of all assignments
that consume all capacity on the knapsacks, i.e., variables :1:11, such that

Z wj le'p -

JEN
The utilization ratio for these variables is exactly equal to one. For the larger
knapsacks, we let P» be the set of all variables that have a utilization ratio that is
at least a predetermined threshold. We are able to create these sets of variables
in tractable time since the number of unique item weights remains constant. By
constructing P, and P, as explained, it follows by Corollary 4.4.3 that any feasible
solution of the RMP with these variables is automatically optimal.

However, it is not guaranteed that a feasible solution with variables from P;

and P, exists. Suppose there is an instance with two distinct knapsack capacities,
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for which all feasible solutions have some remaining capacity in a small knapsack.
L.e., there does not exist a feasible solution for which all of the capacity on small
knapsacks is assigned to items. Then, our method will not be able to find a feasible
solution, since P; does not contain the right variables for finding a feasible solution
to RMP. There are two options to remedy this problem. The first would be to
increase the size of P, and P, by adding columns that correspond to knapsacks
with a smaller utilization ratio. A second approach would be to fall back to
standard column generation to generate new columns for the linear relaxation
and use a branch-and-price framework to obtain an integral solution.

4.5 Emprical Results

Deb and Myburgh [2017| give practical instances of the CASTING PROBLEM. In
this section, we elaborate on the various methods that we used for solving these
instances and also give the running times for each of these, which we compare
with the running times reported in the original paper.

Using various solving methods, we attempted to solve the given instances
to optimality. First, we simply fed the formulation of the CASTING PROBLEM
into a mathematical programming solver. We fed both the CP formulation (see
Section 4.1) and the formulation using auxiliary variables (AVF) (see Section
4.3). The next two methods are based on the disaggregated formulation of the
CASTING PROBLEM (see Section 4.4). The first of these methods is an off-
the-shelf programming package specifically aimed at solving column-generation
problems. The other method involves the disaggregated formulation and the
specific set of variables as explained at the end of Section 4.4. We give more
details about the instances that we use in Section 4.5.1 and finally present the
running times in Section 4.5.2.

4.5.1 Datasets

We consider three different sets of instances, originally presented by Deb and
Myburgh [2017], for which the numbers and sizes are given in Table 4.1, Table
4.2 and Table 4.3. All instances contain only 10 unique item weights, the number
of items per weight differs per instance. The first set contains 3 small instances, in
which the number of knapsacks ranges from 31 to 200, and all the knapsacks have
the same capacity. The second set contains only one instance which is significantly
larger and contains 100,000 knapsacks, with only 2 different knapsack capacities.
The last set contains 10 instances, in which the number of knapsacks ranges
from 5,000 to 100,000,000. As for the second instance set, the number of unique
knapsack capacities in each of these instances is only 2.
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1 2 3 4 5 6 7 8 9 10 ‘ # knapsacks

w; 175 145 65 55 95 75 195 20 125 50 ‘ b1 = 650
d; for la 20 20 20 20 20 20 20 20 20 20 31
d; for 1b 63 65 65 65 65 65 65 65 65 65 100
dj for 1c 127 130 130 130 130 130 130 130 130 130 200

Table 4.1: Instance la, 1b and lc.

1 2 3 4 5 6 7 8 9 10 ‘ # knapsacks  # knapsacks

w; 175 145 65 55 95 75 195 20 125 50 ‘ b1 = 650 ba = 500

dj for 2 59227 58329 53327 53229 53429 53526 57022 52322 58229 52026 \ 43480 56520

Table 4.2: Instance 2.

wj 3a 3b 3c 3d 3e 3f 3g 3h 3i 3j
1 79 6240 12560 62000 125600 620025 1255980 6200270 12559745 61649750 123649750
2 66 6262 12562 62545 125620 625450 1256200 6254500 12562000 61706480 122647195
3 31 6217 12517 62517 125170 625170 1251700 6251700 12517000 61609500 123609500
4 26 6267 12567 62567 125670 625670 1256700 6256700 12567000 61752675 123752675
5 44 6262 12562 62562 125620 625620 1256200 6256200 12562000 61654900 123654900
6 35 6172 12172 62172 121720 621720 1217200 6217200 12172000 61680400 123680400
7 88 6076 12076 60576 120760 605760 1207600 6057600 12076000 61621160 122621160
8 9 6052 12052 60552 120520 605520 1205200 6055200 12052000 61621600 123621600
9 57 6017 12017 60517 120170 605170 1201700 6051700 12017000 61621600 123621600
10 22 6012 12012 60512 120120 605120 1201200 6051200 12012000 61652160 123652160
[M(2)] b =650 2174 4348 21740 43480 217400 434800 2174000 4348000 21740000 43480000
|[M(1)] b2 =500 2826 5652 28260 56520 282600 565200 2826000 5652000 28260000 56520000

Table 4.3: Instance 3a, 3b, 3c, 3d, 3e, 3f, 3g, 3h, 3i and 3j. Note that compared
to Table 4.1 and Table 4.2, this table is transposed to optimize space.

4.5.2 Running Times

The first two methods involved solving the CP formulation and the Auxiliary
Variable Formulation (see Section 4.3) with Gurobi, respectively, using version
10.0.3 [Gurobi Optimization, LLC, 2023]. As mentioned in Section 4.1.2, Deb and
Myburgh [2017] terminate the optimization whenever a solution is found with a
utilization ratio of n = 0.997. To be able to compare with the results by Deb
and Myburgh [2017], we have also solved the AVF with this termination criterion
and refer to it as the objective limit (OL) method. We show in section 4.4 that
the casting problem is easily decomposed into smaller knapsack problems and
can be solved with column generation. Therefore the fourth solving technique
used the GCG (Generic Column Generation) package (PyGCGOpt version 0.1.4)
[Gamrath and Liibbecke, 2010|, which is part of the SCIP Optimization Suite
(PySCIPOpt version 4.2.0) [Bestuzheva et al., 2021| and is specifically aimed at
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solving problems with column generation. For the fifth solving technique, we used
the RMP of the disaggregated formulation, as explained in Section 4.4, we let P,
be the set of all assignments that consume all capacity on the small knapsack,
and we let P, be the set of all variables that have a utilization ratio larger than a
threshold of 0.98. When solving the instances with this method, we have always
been able to find a feasible solution with the created variables in P; and P,, which,
as explained in Section 4.4, means we always found an optimal solution.

The optimization running times for all solving techniques can be seen in Ta-
ble 4.4. We compare our running times with the results reported by Deb and
Myburgh [2017], denoted with DM. For the first four solving methods, we termi-
nated the optimization run after 1 hour, and did not try to solve the instances
with more than 50.000 knapsacks. Both the CP and the AVF formulation solved
with Gurobi do not terminate within this hour for the instances with more than
200 knapsacks. For the instance 1b and lc, we observe that adding the auxil-
iary variables significantly decreases the optimization time. The objective limit
method shows that it is possible to find a solution for the larger instances 3a and
3b within an hour if we settle for a solution that has a score above the objective
limit of 0.997. Note that the times reported by Deb and Myburgh [2017] also have
this objective limit, but their running times are much smaller for these instances.
Even though GCG is built specifically to solve problems with column generation,
this method was not able to beat any of the other methods in running time. For
the instances with more than 200 knapsacks, GCG did not terminate since it ran
into memory issues (MI). From the table, we can see that whenever the instances
grow in size, the optimization time reported by Deb and Myburgh [2017]| grows
accordingly. In contrast, the optimization time for solving the RMP does not
increase with the problem size, which is probably caused by the aggregation of
both the items and the knapsacks in this formulation. For the five largest in-
stances, this means we have a significantly smaller optimization time than the
times reported by Deb and Myburgh [2017], even though our method guarantees
that the returned solution is optimal, while the original paper does not have this
guarantee.

4.6 Conclusion and Discussion

In this chapter, we proposed two new formulations for the CASTING PROBLEM
problem. The aim was to solve given instances of the problem to optimality. We
found that the auxiliary variable formulation succeeded in solving the smaller
instances faster than the standard formulation. However, just like the standard
formulation, no solutions were found for the larger instances.

The second formulation that we used was the disaggregated formulation, for
which we created specific columns, guaranteeing that any feasible solution with
these columns is optimal. We achieved this by exploiting the characteristics of the
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Technique CP AVF OL GCG RMP DM

Optimal? Yes Yes No Yes Yes No
Inst. m time (s) time (s) time(s) time (s) time (s) time (s)
la 31 0.01 0.06 0.06 22.29 0.23 0.04
1b 100 1.50 0.75 0.75 2.60 0.22 0.05
1c 200 6.65 1.28 1.28 34.31 0.11 0.19
2 100k >3,600 >3,600 >3.,600 MI 0.09 250
3a 5k >3,600 >3,600 350 MI 88 7
3b 10k >3,600 >3,600 1,213 MI 83 26
3¢ 50k >3,600 =3,600 3,600 MI 119 143
3d 100k - - - 122 308
3¢ 500k ; ; - 4404 1,749
3f 1M - - - 3,656 4,207
3¢ 5M ; ; - 3503 24,000
3h 10M - - - 584 47,593
31 50M - - - 1,151 261,951
3j 100M - - - 139 535,503

Table 4.4: Running time in seconds for the given instances for solving CP and
AVF with Gurobi, solving AVF with Gurobi with an objective limit, using GCG,
solving the RMP with P, and P; as indicated and the running times reported by
Deb and Myburgh [2017]. Moreover, the table indicates which solving method
guarantees that the solution it returns is optimal.

instances, namely a small number of unique item weights and knapsack capacities.
With this method, we found optimal solutions within ~75 minutes, even for the
largest instance containing 100 million knapsacks. This contrasts with earlier
known methods, which only found approximate solutions in more than 6 days on
specially equipped computers.

We acknowledge that our method of solving the disaggregated formulation also
has limitations. We assume that the number of unique item weights and unique
knapsack capacities remains constant. However, as we also explain at the end of
Section 4.4, this assumption does not guarantee that our proposed method will
find a feasible solution. If no feasible solution is found, one could either increase
the number of columns in P; and P,, or use standard column generation, together
with a branch-and-price framework as explained in Section 4.2. Fortunately, we
found feasible, and therefore optimal, solutions for all considered instances within
reasonable time.






Chapter 5

Polynomial Time Bicriteria

Approximation Scheme for Casting
Problem

5.1 Introduction

In this chapter, we consider the CASTING PROBLEM again, as defined in Section
4.1 of the previous chapter. In Section 4.2 of the previous chapter, we have
shown that the CASTING PROBLEM is NP-complete. This means that we cannot
expect to find a polynomial-time algorithm that finds an optimal solution for the
casting problem; in fact, this even rules out that a polynomial-time approximation
algorithm exists, unless P = NP. In light of such intractability results, a common
approach used in the literature is to consider bicriteria approrimation algorithms
instead |Lin and Vitter, 1992, Shmoys and Tardos, 1993|. Informally, an («, 3)-
bicriteria approximation algorithm is an algorithm that finds a solution with an
objective value of at least o times the value of an optimal feasible solution, with
0 < a <1, and violates the knapsack capacities by at most a factor § > 1. The
formal definition follows in Section 5.2.

As a warm-up, we first derive a (1,3/2)-bicriteria approximation algorithm
for the casting problem in Section 5.4. The underlying idea of our bicriteria
approximation algorithm is as follows: for each knapsack, we define which items
are large and small with respect to this knapsack. We create a solution by first
greedily adding large items to the knapsacks; these items are assigned integrally.
We then extend this solution by greedily adding small items to the knapsacks,
which can be assigned fractionally. Finally, we round the obtained fractional
solution to an integral one by using a procedure inspired by Shmoys and Tardos
[1993|. We prove that the obtained solution has a value greater than or equal to
the optimal objective value (i.e., & = 1) and violates each capacity constraint by

83
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at most a factor 3/2 (i.e., 8 = 3/2).

We use a novel technique to compute both bicriteria approximation algorithms
presented in this chapter. The basis of this technique is a partial relaxation of
(CP), which we refer to as the SMALL ITEM RELAXATION. The SMALL ITEM
RELAXATION is a mixed integer program (MIP) in which the integrality constraint
(4.1d) for the decision variables of a predefined set of small items is relaxed.
By finding an optimal solution to the SMALL ITEM RELAXATION and rounding
it to an integral solution, we obtain an approximate solution to the CASTING
PROBLEM.

Before presenting the main result of this chapter, we want to highlight that if
we generalize the CASTING PROBLEM problem only slightly, we cannot expect to
find anything better than the warm-up algorithm. We exploit an inapproxima-
bility result on the unrelated machine scheduling problem, of which the related
machine scheduling problem is a special case. Unrelated machine scheduling is
like related machine scheduling, except for each job j and each machine ¢, a pro-
cessing time p;; is given. Lenstra et al. [1990] show that for unrelated machine
scheduling no polynomial-time algorithm exists that finds a solution within (3
times the deadline, for 8 < 3/2, unless P = NP. This means that if we would gen-
eralize the CASTING PROBLEM to a problem in which the weights are defined as
(wij)iemjen, no (1, B)-bicriteria approximation algorithm could exist for 5 < 3/2,
unless P = NP.

As the main result of this chapter, we derive a (1/(1+¢), (14 ¢€)(1+ €+ €3))-
bicriteria approximation algorithm for any 0 < ¢ < 1 in Section 5.5. Here, we
define for each knapsack which items are large, medium or small. Similarly to the
warm-up algorithm, we compute a partially integral solution to the SMALL ITEM
RELAXATION such that all large and medium items are assigned integrally, while
the small items can be assigned fractionally. To obtain this partially integral
solution, we construct a weighted and directed acyclic graph with a start node
s and an end node t. By construction of our graph, each path from s to ¢
corresponds to a fractional packing whose length is equal to the value of the
packing. We can efficiently find a maximum-length path as the underlying graph
is directed acyclic. In short, this works by relaxing the outgoing arcs of the vertices
in topological order, we refer to Cormen et al. [2022] for a detailed explanation.
We show that a maximum-length path corresponds to a partially integral solution
of the largest value. We use the same rounding procedure as in the warm-up
algorithm to obtain an integer solution. We prove that the obtained solution has
an objective value that is at least 1/(1 4 €) times the optimal value (i.e., & =
1/(14¢€)) and violates each capacity constraint by at most a factor (1+¢€)(1+€+€?)
(e, B=(1+e)(1+e+e)).
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5.1.1 Our Contributions

e We define a relaxation of the CASTING PROBLEM referred to as the SMALL
ITEM RELAXATION, which relaxes some of the integrality constraints in
CP. We present a rounding procedure to obtain an integral solution for
the CASTING PROBLEM from a, possibly fractional, solution to the SMALL
ITEM RELAXATION. Finding a solution to the SMALL ITEM RELAXATION
is the main component of the two bicriteria approximation algorithms that
we propose in this chapter.

e First, we give a (1,3/2)-bicriteria approximation algorithm. This algorithm
computes a solution that violates the capacity constraint with at most a
factor 3/2 and has a value at least as large as the optimal feasible solution.

e Ourmainresultisa (1/(1 +¢€), (1 +¢€) (1 + €+ €*))-bicriteria approximation
algorithm. This algorithm builds a layered directed acyclic graph, in which
the path with maximum length corresponds to an optimal solution to a
relaxation of the casting problem. Applying a rounding procedure yields an
integer solution that has a value that is at least 1/(1+ ¢€) times the optimal
solution value and violates the capacity constraints with a factor of at most
(1+¢€) (14 €+ ¢€*). This algorithm can be extended to a polynomial-time
bicriteria approzimation scheme (PTBAS) for the casting problem, which
is a family of algorithms that produces an (a, 3)-bicriteria approximation
algorithm for the casting problem for every value of a and S such that
0<a<landp>1.

5.1.2 Related Work

As explained in the previous chapter, the casting problem is a special case of GAP.
GAP was first introduced by Ross and Soland [1975|. After that, many variants
of GAP appeared in the literature, of which we name a few (see e.g. [Ross and
Soland, 1975, Martello and Toth, 1990, Wolsey, 2020]). A first variation to GAP
is when the problem is defined as a minimization problem, with costs instead of
profits. This variation is equivalent to the maximization version of GAP, a proof
for the equivalence is given in the chapter about GAP by Martello and Toth
[1990]. Another variation, one that is not equivalent, but also appears under the
name GAP in the literature, is when the packing may consist of a subset of the
items, i.e., it is not required to assign all items to knapsacks. The assignment
constraint (4.1c) in the MIP for that formulation is then as follows:

ZZEUS:[ jGN
ieM

By allowing only a subset of the items being assigned, the feasibility problem is no
longer an NP-complete problem, which makes it possible to derive approximation
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algorithms for this variation of GAP. To distinguish it from GAP in which all
items need to be assigned, we denote this variation of GAP as subset-GAP. Subset-
GAP is mentioned in [Martello and Toth, 1990, Kellerer et al., 2004, Chekuri and
Khanna, 2005, Nutov et al., 2006, Wolsey, 2020].

GAP is NP-hard. In fact, as for the CASTING PROBLEM, even the problem of
finding a feasible solution for GAP is already NP-complete, see e.g. [Chekuri and
Khanna, 2005]. This has motivated the study of bicriteria approximations. A
(1+€,2+ 1/e)-bicriteria approximation algorithm for GAP was given by Lin and
Vitter [1992]. A rounding procedure introduced by Shmoys and Tardos [1993]
yields a (1,2)-bicriteria approximation. The same rounding procedure is used
in the bicriteria algorithms presented in this chapter. Moreover, the result by
Lenstra et al. [1990] implies that for GAP, no polynomial-time (1, §)-bicriteria
approximation can exist for § < 3/2, unless P = NP. As opposed to the feasibility
problem of GAP, the feasibility problem of subset-GAP is not NP-complete. The
(1, 2)-bicriteria approximation by Shmoys and Tardos [1993] is used by Chekuri
and Khanna [2005| to give a 2 approximation for subset-GAP. For knapsack-
independent profits, an improvement for subset-GAP is given by Nutov et al.
[2006], who present a (1 — 1/¢)-approximation algorithm.

As mentioned in the previous chapter, the problem of finding a feasible solution
to the casting problem is equivalent to the decision version of related machine
scheduling. In the decision version of related machine scheduling, the question is
if it is possible to schedule all jobs before some given timeline 7. Hochbaum and
Shmoys [1988] give an algorithm that produces a machine schedule that violates
the timeline constraint by a factor at most § (we call this §-feasible), if it exists.
The algorithm works by constructing a large layered graph based on the instance
including a source and a sink node. They show that any path leading from
the source to the end node corresponds to a [-feasible solution for the uniform
machine scheduling problem, and any feasible solution has a corresponding path
in the graph. The decision problem of related machine scheduling is therefore
equivalent to the problem of finding any path from the source to the sink node
in the constructed graph.

We exploit the relation between the casting problem and the uniform schedul-
ing problem to create our bicriteria approximation algorithm. Like in Hochbaum
and Shmoys [1988|, we construct a large layered graph to construct solutions that
are almost feasible. This graph has the property that each s,t-path through it
corresponds with a casting solution in which each knapsack has almost enough
capacity for items planned on it. However, the challenge in our case is to create an
almost feasible solution with a large objective value. We deal with the objective
function of the casting problem by not just considering any path in the graph
like in Hochbaum and Shmoys [1988|, but instead finding the path of mazimum
length. We need to define the edge lengths in such a way that the length of the
path exactly corresponds with the objective value of the corresponding casting
solution. It is challenging to define these edge lengths, since, even though a path
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in the graph by Hochbaum and Shmoys [1988] ensures that all items assigned to a
knapsack fit on that knapsack, the path does not specify the total weight of items
assigned to the knapsack. The total weight of items assigned to a knapsack is
exactly what we need to compute the edge lengths; therefore we need to increase
the complexity of the graph such that a path does specify the total weight of
items assigned to a knapsack.

A generalization of Hochbaum and Shmoys [1988| is given in Epstein and
Sgall [2004], where a PTAS is given for related machine scheduling problems
with several very general objective functions. This generalization seems not to
be useful for the casting problem, since it does not give the possibility to limit
the makespan to some time limit and deal with the casting objective function
simultaneously.

5.1.3 Organization of Chapter

In the next section, we present definitions that we use throughout this chapter,
namely of the bicriteria approximation algorithm and of the polynomial-time bi-
criteria approximation scheme. After that, we present the SMALL ITEM RELAX-
ATION in Section 5.5.2. The following two sections both introduce a bicriteria ap-
proximation algorithm: the (1,3/2)-bicriteria approximation algorithm in Section
5.4 and the (1/(1+¢€),(1+¢€) (1 + € + €%))-bicriteria approximation algorithm in
Section 5.5.

5.2 Preliminaries

Since the feasibility problem of the CASTING PROBLEM is NP-complete, we can-
not expect to find a polynomial-time approximation algorithm. Therefore, we
will consider bicriteria approximation algorithms, which allow a violation of the
capacity constraints by a (small) multiplicative factor.

Definition 5.2.1. For an instance (M, N, (b;)iem, (w;) en) of the CASTING PROB-
LEM, a solution x is 3-feasible for 5 > 1 if constraints (4.1c) and (4.1d) hold for
x and

JEN

Let «* denote the optimal solution for the CASTING PROBLEM. This allows us
to define a bicriteria approximation algorithm as follows.

Definition 5.2.2. An algorithm is an («, 5)-bicriteria approzimation algorithm
for the CASTING PROBLEM with 0 < o < 1 and > 1 if for every instance
(M, N, (b;)iem, (wj)jen) it computes a [-feasible solution « of cost ¢(x) > « -
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¢(x*) in time that is polynomially bounded in the input size of the casting in-
stance. An («, 1)-bicriteria approximation is also simply called an a-approzimation
algorithm.

Note that the input size of an instance of the CASTING PROBLEM is O(n log(max; w;)+
mlog(max; b;)). If we can find an (a, §)-bicriteria approximation algorithm for
every possible value of o and (8, we have found a polynimal-time bicriteria ap-
proximation scheme (PTBAS).

Definition 5.2.3. A polynomial-time bicriteria approximation scheme (PTBAS)
for the CASTING PROBLEM is an algorithm that, for any given constants . and
g with 0 < o <1 and 8 > 1, produces a [-feasible solution x of cost ¢(s) >
a - c¢(x*). The running time of a PTBAS must be polynomial in the input size
of the casting instance for any fixed « and 3, but may depend exponentially on
1/a and 1/8.

In the proof of Lemma 5.3.2 about the rounding procedure, the notion of
totally unimodularity is used. A matrix A is called totally unimodular if each
square submatrix of A has determinant equal to 0,+1, or —1 (see, e.g., [Schrijver
et al., 2003]). The following lemma directly follows from the definition of totally
unimodularity:

Lemma 5.2.4. If a matriz A is totally unimodular, any matriz B defined by a
subset of the rows of A is also totally unimodular.

Proof:
Every square submatrix of B is also a square submatrix of A. Since A is totally
unimodular, the square submatrix has determinant equal to 0,+1 or — 1. O

5.3 Small Item Relaxation

5.3.1 Mixed Integer Program

In this section, we define a relaxation of the CASTING PROBLEM, which we term
the SMALL ITEM RELAXATION, which relaxes some of the integrality constraints
based on a given knapsack-dependent classification of small and large items. By
finding an optimal solution to this relaxation and rounding it to an integral so-
lution, we obtain an approximate solution to the CASTING PROBLEM. In the
next two sections, we will give two different bicriteria approximation algorithms
for the CASTING PROBLEM. For both of them, we define a knapsack-dependent
item classification and give an algorithm that solves the SMALL ITEM RELAX-
ATION.
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We say that an item j € N fits on a knapsack ¢ € M if w; < b;. This allows
us to define the notion of a small item collection, which we will use to define the
SMALL ITEM RELAXATION.

Definition 5.3.1. For each knapsack i € M, let N°(i) C N be a subset of items.
We say that the collection of {N*(i)} for i € M is a small item collection if for
each i € M such that N°(i) # (0 it holds that there is a so-called split item
j(i) € N that fits on i such that N°(i) contains exactly those items with weight
at most w;(), i.e., N9(i) = {j € M : w; < w;u}-

Observe that each j(i) splits N into a set of items N®(i) with a weight smaller
than or equal to j(i), and a set of items N\ N°(i) with a weight larger than j(i).

We can now introduce the following mixed integer program, referred to as the
SMALL ITEM RELAXATION (SIR). SIR relaxes the ILP (CP) in two ways: (1)
it allows each small item j € N¥(i) to be assigned fractionally to 4, and (2) it
increases the capacity constraint for each knapsack ¢ € M to a value b; > b;, but
the extra capacity by — b, may only be used by items in N(i). Formally, given
any small item collection N“(i) and an inflated capacity b; > b; for each i € M ,
the SMALL ITEM RELAXATION is defined as follows:

1
maximize c(x) = Z b Z W;iT4j (5.1a)

ieM " jeN
subject to Z wizi; < b, Vie M (5.1b)
JEN\NS (i)
ijxij <b Vie M (5.1c)
JEN
» =1 VjeN (5.1d)
1€M
zi; € {0,1} Vi€ M, ¥j € N\ N() (5.1e)
zij >0 Vie M, Vj € N5(i) (5.1f)

Note that N'\ N(i) might contain items that do not fit on knapsack i. However,
constraints (5.1b) and (5.1e) ensure that for each item j that does not fit into
i, z;; is set to zero. We give some intuition on the effect of N°(i). As N9(i)
varies from all items (N9(i) = N) to nothing (N°(i) = (), the SMALL ITEM
RELAXATION interpolates between the LP relaxation of (CP) with respect to the
inflated capacities b; and the ILP (CP). If the integrality constraint is relaxed for
many items, it becomes easier to find an optimal solution to the relaxation, but
the resulting approximation guarantees for the bicriteria approximation algorithm
become worse. This is also what our two applications in Section 5.4 and Section
5.5 demonstrate: In Section 5.4, the small item collection contains many items
and we derive a simple algorithm to compute an optimal solution to the SMALL
ITEM RELAXATION. This yields a (1, 3/2)-bicriteria approximation algorithm. On
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Figure 5.1: Example of graph GG in LP-rounding procedure.
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the other hand, in Section 5.5, the small item collection contains fewer items and
we need to develop a more involved algorithm to compute an optimal solution to
the respective SMALL ITEM RELAXATION. In return, we can use this algorithm
to obtain a polynomial-time bicriteria approximation scheme for the CASTING
PROBLEM.

5.3.2 LP-Rounding Procedure

A crucial procedure in our bicriteria approximation algorithms is to round an
optimal solution to SIR to an integral solution in order to obtain an approximate
solution to the CASTING PROBLEM. To accomplish this, we apply a procedure
introduced by Shmoys and Tardos [1993].

Let « be a feasible solution to SIR. In the rounding procedure, a bipartite
graph G = (LUR, F) is created based on & where the set of items N corresponds
to the set R, i.e., R = N, and each knapsack i € M has k; = [Y_,y x;;] slots
i(1),...,i(k;) in L. We assume without loss of generality that the items are
ordered by non-increasing weights, i.e., wy > wy > -+ > w,.

We construct the bipartite graph G by iteratively adding edges for each knap-
sack ¢ € M as explained below. See Figure 5.1 for an example of such a graph G.
Simultaneously, we define a fractional matching y € R¥ of G. The construction
proceeds as follows:

1If ) jen Tij < 1, then k; is 1 and there is only one slot for knapsack 7. In
that case we add an edge (i(1), ) to E for each item j with x;; > 0, and
for each of these edges we set y(1);) = xi;.

2. Otherwise, we find the minimum index h such that Z?Zl z;; > 1. We add
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an edge (i(1),7) to E for each item j = 1,...,h — 1 with z;; > 0, and for
each of these edges we set y(1),; = ;. Furthermore, we add the edge
(i(1),h) to E and set ygyn =1 — Z;le x;;. This ensures that the sum of
y. for all edges e adjacent to i(1) is exactly 1.

3. It Z?Zl xi; > 1, a fraction of h is still unassigned, and we add an edge
(i(?),h) to E and set Y@2),h) = Tin — Y((1),n) = Z;.Lzl iy — L. Likewise, if
k; > 2, we continue adding edges between item j > h and slot (2) until the
sum of y, for all edges e adjacent to i(2) is exactly 1.

4. We repeat this for each slot up to and including slot i(k; — 1). Now, let
j" be the last (smallest) item that is assigned to i(k; — 1) (and possibly to
i(k;)). We add an edge (i(k;), ) to E for each j > j’ that has z;; > 0 and
set Y(i(ki).j) = Tij-

By proceeding in this way, there will be exactly one or two edges in G for each
positive coordinate of . We set the weight of each edge (i(s),j) in G equal to
We say that a (possibly fractional) matching y of G is R-perfect if the sum of
the fractional values of the edges in the matching that are incident to each item

J € R equals one, i.e.,

:{1,7}€G
By construction, it follows that the constructed y indeed defines a fractional

matching in G with weight exactly equal to ¢ (x) that is R-perfect.
Finally, the LP-rounding procedure is then as follows:

1. Based on a feasible, possibly fractional, solution & for SIR, create G as
described above.

2. Out of all the integral matchings in G that are R-perfect, let y be the
one with maximum weight. This can be computed in polynomial time in
bipartite graphs.!

3. Let "4 be the assignment of items to knapsacks that we obtain from
by assigning item j to knapsack ¢ if and only if there is a slot i(s) such that

Yis),j) = 1.

In the following lemma, we show that y always exists, since y is an R-perfect
fractional matching.

!The Hungarian method (as explained in Section 17.2 of [Schrijver et al., 2003], but intro-
duced by Kuhn [1955], and improvements given by Munkres [1957], Iri [1960], Edmonds and
Karp [1972], Tomizawa [1971] ) can be used to find an integral R-perfect matching in the graph
G. Theorem 17.2 in [Schrijver et al., 2003] proves that this matching is the integral R-perfect
matching with maximum weight.
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Lemma 5.3.2. Let y be an R-perfect fractional matching in a bipartite weighted
graph G = (LU R, E). Then there exists an R-perfect integer matching y, with a
weight at least as large as the weight of y.

Proof:
Since the graph G is bipartite, by Corollary 18.1 in [Schrijver et al., 2003|, the
perfect matching polytope of G (defined as the convex hull of the incidence vectors
of perfect matchings in G) is equal to the vectors z € R for which it holds that
z >0 and

Y =1 WweLUR

esv

These constraints can be split into the following equivalent inequalities:

» <1 VweLUR, > *<-1 WweLUR

esv esv
Since G is bipartite, it follows from Theorem 18.2 in [Schrijver et al., 2003| that the
matrix corresponding to these constraints is totally unimodular. Then by Lemma
5.2.4, the matrix corresponding to the following subset of these constraints is also
totally unimodular:

» <1 WwelLUR, Y <-1 WweR

esv esv
This set of constraints is equivalent to the following set of constraints, for which
the corresponding matrix is therefore also totally unimodular:

Zzegl Yv € L, Zzezl Yv € R.

eV esv
These constraints precisely describe an R-perfect matching. Since the corre-
sponding matrix is totally unimodular, it follows that the extreme points of the
corresponding polytope are integral, by Theorem 5.20 in [Schrijver et al., 2003].
This must mean that g exists and has weight at least as large as the weight of y.
O

In Theorem 5.3.3, we present the result of applying the rounding procedure to
solutions of SIR. Let w(i, ) denote the total weight that is assigned to knapsack

1 with respect to x, i.e.,
w(i,x) = ijxij.
JEN
Theorem 5.3.3. Let x be a solution to SIR. Let ™" be the result of apply-

ing the above LP-rounding procedure to x. Then it holds that x™" satisfies
Constraint (4.1¢c) and for each i € M :

. wmund < T a N
w(i, ) < w(i,x) +jé?vs}é) w;

Moreover, it holds that c(x™""%) > c(x).
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Proof:
As shown above, the fractional matching created in the rounding procedure, y,
is R-perfect. By Lemma 5.3.2, this proves the existence of y, where y is also

R-perfect. This proves that ™" assigns each item to a knapsack, and therefore
Constraint (4.1c) holds.

To prove the second part of the theorem, fix knapsack . Let m(i(s)) be the
maximum weight of an item j having an edge to i(s) in G. We use N (i), referred
to as the large items, to denote all the items that are not small for knapsack i,
i.e.. NE(i) := N\ N°(i). Let [; be the number of items from N*(i) assigned to i.
Since x;; € {0, 1} for these large items, and since these large items are connected
to slots before small items, it must hold that each slot i(s) for s = 1,...,[; is
connected to exactly one large item in GG, and we have that

l;

Zm(i(s)): Z W;iTj. (5.2)

s=1 JENE()

If > cns@ Ty < 1, at most one item of N¥(i) is assigned to i in ™" and the
second part of the theorem holds. Otherwise k; > [; + 2 and the slots i({; + 1) up
to i(k;) are all connected to items in N°(i) only. It holds that:

ki
wli, ) = 3wy < 3 mli(s))
s=1

jEN

=N mi(s) + mi 1)+ Y mli(s)

< w;T;; + max w; + m(i(s)).
= Z jLij jeNS}((i) j (i(s))
JENE() s=l;+2

The first inequality holds by definition of m(i(s)). The second inequality holds
by (5.2) and since slot [; + 1 is connected to items in N¥(i) only. We focus on
the third term and rewrite it as follows:

i: m(i(s)) = Z_: m(i(s+1)).

Fors =l;+1,... . k—1itholds that 3, ys @is); = 1 and therefore m(i(s+1)) =
> jensyMi(s + 1))Tis); < D2 jens() WijTis);- Here, the last inequality holds
since m(i(s + 1)) < w;; for all items j that have an edge to i(s), since the items
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are added to slots in decreasing order. Therefore it holds that

k;—1 ;
> mli(s +1)) Z D Wiy
s=l;+1 s=l;+1 jeN5(4)

k;
< Z Z Wi Ti(s);

JENS (i) s=li+1
= Z wijxij.
JENS(3)
The last equality holds by construction of the bipartite graph. Together, this
proves the second part of the theorem:
: round
w(i w;T; max w; Wi T = , T max w;.
Z J J+J NSX + Z jLij >+jeNS)E:i) j
JENL( ) JENS(i)
Lemma 5.3.2 shows that the weight of g is at least the weight of y, which proves
the last part of the theorem:

T) = Z Z %y(m’) < Z Z %g(i’j) —c (mround) '

ieM jeN * ieM jeN *

5.4 Warm-up: (1,3/2)-Bicriteria Approximation

In this section, we derive a bicriteria approximation algorithm for the CASTING
PROBLEM. The main result of this section is given in the following theorem:

Theorem 5.4.1. There exists a (1,3/2)-bicriteria approzimation algorithm for
the CASTING PROBLEM.

To prove the theorem, we first define a small item collection to obtain a SMALL
ITEM RELAXATION that we use in this section. After that, we show that a simple
greedy algorithm produces an optimal solution to this relaxation. Combining this
algorithm with the rounding scheme described in the previous section yields the
respective bicriteria approximation algorithm.

Throughout this section, we assume without loss of generality that the knap-
sacks are ordered by non-decreasing capacities, i.e., by < by < --- < b,,. To define
the small item collection used in this section, we partition the set of items that
fit into knapsack i € M into a set of small items N°(i) and a set of large items
NZE(4) as follows:

1 1
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Algorithm 8 LARGEITEMSFIRST(M, N)

1: Order the knapsacks such that b; < by < --- < b,

2 MIP =0 VieM\VjeN > Initialize all 1”” s to zero
3: fOI‘ i=1,...,mdo > In order of non-decreasing capacities
4: if {jENL | 2} =0} # 0 then

5: L ]—argmax{w] ‘jGNL('), x%HP—O}

6 M =1 > Assign maz-weight unassigned item of NX(i) to i
7 R = {.7 € NS | Zl rem T MIP < 1} > R is the set of remaining small items
8 while Zj’eN wj/xMIP < b; and R # 0 do > i not full and small item remains
9 J = argmin {wj | j € R} > j is the min-weight item in R
10: Ii\]ﬂp =1- Zz reM xl\’/HP > Assign j possibly fractionally, while ...
11: ZULJ/'[IP = min {x%‘HP: wLJ <bz - ZJ 'EN w]’IMIP>} > ... adhering capacity
122 R=R\{j)

13: return xMP

Note that {N9(i)} for i € M is indeed a small item collection according to
Definition 5.3.1, and that N®(-) is monotone: N®(1) C --- C N¥(m), while
NZE(.) is not. For SIR considered in this section, we set b; = b, for all knapsacks
i € M. Note that by constraints (5.1b) and (5.1e) in SIR, z;; is forced to be zero
for each knapsack ¢ and item j € N\ (NS( YU NL( )), in particular, these are
exactly the items that do not fit on knapsack .

As we will show below, the following simple greedy algorithm, referred to as
LARGEITEMSFIRST, computes an optimal solution to SIR. LARGEITEMSFIRST
greedily constructs a solution M to SIR by iterating over the knapsacks in
non-decreasing order of their capacities. For each knapsack i, the algorithm first
integrally assigns an unassigned large item (if any) of maximum weight to 7.
Crucially, at most one such item fits on knapsack 7, by definition of NZ(i). Then,
it greedily assigns small items (possibly fractionally) to knapsack i until either
its capacity is reached or no small unassigned items remain. A more detailed
description LARGEITEMSFIRST is given in Algorithm 8.

We show that the algorithm can be used to compute an optimal solution to

SIR.

Theorem 5.4.2. LARGEITEMSFIRST computes an optimal solution to SIR with
N5(i) as defined in (5.3) and b; = b; in running time O(mn + nlog(n)).

In the remainder of this section, when we refer to SIR, we mean SIR with N9(i)
as defined in (5.3) and b; = b;. We first prove an auxiliary lemma that will turn
out to be useful for the proof of Theorem 5.4.2 below.

As defined in the previous section, we let w(7, x) denote the total weight that
is assigned to knapsack i with respect to x. Given a feasible solution £MF of
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SIR, we say that &M maximizes the weight on the small knapsacks if for every
feasible solution @’ of SIR it holds that for every i € [m]:

> wk, @) > w(k,2).
k=1 k=1

Lemma 5.4.3. Let ¥ be a feasible solution for SIR that mazimizes the total
weight on the small knapsacks. Then T is an optimal solution for SIR.

Proof:

The solution value of

C(fBMIP Z ij MIP Z b - MIP )

zeM jGN €M

MIP can be written as follows:

Let &’ be any feasible solution for SIR. We will prove that the solution value of

M is at least as large as the solution value of x'.

MIP) MIP)

For each i € M, divide w(i, ™'F) into two parts, w, (i, and wo (i,

defined as follows:

)

7 i—

wi (i, M) =Y w(k,2') =Y w(k, ™M)
k=1 k=1

w2(i7mMIP) = w(k7wMIP) - UJ(]C,Q‘,',)
k=1 k=1

Then the following properties hold:

1. w(i, ™M) = w, (4, 2MP) + wy (i, £MP).

2. w(i, ') = wy (i, M) + wo(i — 1, 2MP) | where w,(0, 2MF) is defined as 0.

MIP) MIP

3. wy(i, x > 0, since © maximizes the weight on the small knapsacks.
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By using these properties, we obtain:

1 1 1
MIP . MIP . MIP . MIP
;b_ Zb—wl(law )+Zb_w2(law )

The first inequality holds by the third property. The second inequality holds by
both the third property and since knapsacks are sorted in non-decreasing order
of capacities. Moreover, we use for the third last equality that wy(0,z™F) = 0
by definition. The second last equality holds by the second property again. This
concludes the proof. O

Proof of Theorem 5.4.2:
Let M be a solution returned by Algorithm 8. We prove that ™'F maximizes
the weight on the small knapsacks. By Lemma 5.4.3, &M is then an optimal
solution.

Suppose for contradiction, that there is a feasible solution @’ for SIR such that
for some knapsack ¢ it holds that

% 7

Zw(k:,w') > Zw(k‘,wMIP). (5.4)

k=1 k=1

Without loss of generality, let ¢ be the knapsack with smallest index for which this
holds. Consider the number of items from NZ(i) that x’ assigned to knapsacks
1,...,4.

We prove the intermediate claim that £™M¥' assigned at least as many items
from NZ(i) to knapsacks 1,...,i as ’. Note that at most one item from N% (i)
fits on each knapsack 1, ..., . Now, suppose for contradiction of the intermediate

claim, that there is a knapsack ¢/ < i such that x’' assigned more items from
NL( ) to1,...,4 than 2™ did, and suppose w.l.o.g. that i is the first knapsack
for which this holds. This means ™ did not assign any item from NZ(i) to
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Algorithm 9 LARGEITEMSROUNDED(M, N)

MIP __ )
L x - LARGEITEMSFIRST(M, N) > Compute optimal solution to SIR

2: Apply LP-rounding procedure to &M to obtain around
3: return zo"d

, but only items from N®(i), even though there is an unassigned item from
N L( ) that fits on ¢’. This contradicts Line 6 in Algorithm 8 and therefore proves
the intermediate claim that ™M assigned at least as many items from NT(7) to
knapsacks 1,...,1.

Moreover, M always assigned the maximum-weight unassigned item of
NZL(i), which together proves that

Z Z wﬂkaIP>Z Z wjxkj

k=1 jENT (i) k=1 jeNL (i)

Since i is the first knapsack for which (5.4) holds, it must hold that w(i, ") >
w(i, zM). This must mean that w(i, M7*) < b;, so the while loop for knapsack
7 in Line 8 in Algorithm 8 terminated because R was empty, from which it follows
that M* assigned all items from N¥(i) to knapsacks 1,...,i. We can conclude
that

MIP) MIP MIP
w(k, x 5 E wiTy + E E WiTy;

k=1 k= 1j€NS(’L k= 1]€NL(’L)
/
> E E wiTy; + E g wiTy; = g w(k,z'),
k=1 jeNS (i) k=1 jeNL(i) k=1

which is the contradiction that proves the theorem. The running time follows
since after sorting both the knapsacks and the items, each item is considered at
most once for each knapsack. O

The LARGEITEMSROUNDED algorithm, for which the pseudocode is in Algo-
rithm 9 combines the LARGEITEMSFIRST algorithm and the rounding procedure
explained in the previous section. This algorithm is used in the proof of the main
result of this section, Theorem 5.4.1.

Proof of Theorem 5.4.1:

Consider an instance of the CASTING PROBLEM. Let 2'"¢ be the output of the
LARGEITEMSROUNDED algorithm and let * be an optimal solution. Since x*
is feasible for SIR, but ™" is optimal for SIR, it holds that ¢ (&™) > ¢ (x*).
Moreover, Theorem 5.3.3 gives that ¢ (z"¢) > ¢ («M). Together this gives
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that
c (mround) Z c (ZL‘*) :

which proves that a = 1. Moreover, Theorem 5.3.3 shows that the weight assigned
to a knapsack i is upper bounded by w(i, zM) + max;eys(;) wj. For the N5 (i)
defined in this section, it holds that

1

- MIP < bz _bz
w(i, x Hﬁﬁs}é)wj < bi + 5bi,
by the knapsack constraint in SIR and the definition of N*(i). This proves that
xround s B-feasible for 3 = 3/2. O

5.5 PTBAS

In this section, we present a second bicriteria approximation, which will be used
to prove the main result of this chapter, as given in the following theorem:

Theorem 5.5.1. There exists a polynomial-time bicriteria approzimation scheme
for the CASTING PROBLEM.

To prove this theorem, we first define a small item collection and b fori e M
to obtain a second version of SIR. In order to solve this SIR to optimality, we
need an involved algorithm that boils down to finding a path in a large directed
acyclic graph. In Section 5.5.1, we introduce the necessary notation that is used
in the PTBAS. In Section 5.5.2, we give the algorithm that takes the path in
the graph, converts it to an optimal solution of SIR and rounds it, to eventually
obtain a solution to the CASTING PROBLEM. We then prove that this algorithm
is a bicriteria approximation algorithm and prove Theorem 5.5.1. In Section 5.5.3,
we show how to construct the directed acyclic graph and prove that a path of
maximum length corresponds to an optimal solution of SIR.

5.5.1 Rounding and Classification

We start by making the following assumptions. We can assume without loss of
generality that 1/e is a positive integer.? Throughout this section, we assume
without loss of generality that the knapsacks are ordered by non-increasing ca-
pacities, i.e., by > by > --- > b,,, note that this differs from the previous section.
Without loss of generality, we assume that b,, > min; w; and b; > max; w;. Also

2We can do this without loss of generality, since we can replace € with an € < € such that
1/€ is integer (for example, choosing € = 1/[1/€]). The resulting bicriteria approximation for €
then implies a bicriteria approximation for e.
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without loss of generality, we assume that b; € (0, 1] for all i € M and w; € (0, 1]
for all 7 € N. If this is not the case, this can be easily accomplished by dividing
the capacities and weights with the largest knapsack capacity b;.

We split the interval (0, 1] into segments based on € as follows: for k =0, 1,. ..,
segment k is defined as the interval (e**1 €¥]. These segments will be used to
partition both the items and the knapsacks. After that, we use these partitions
to classify the items from a knapsack perspective and to classify the knapsacks
from an item perspective.

Item Partitioning and Rounding. First, we partition the items in N ac-
cording to the segment k£ in which an item weight lies:

N(k) := {jGN | w; € (ekﬂ,ek}}, k=0,1,...,n,

where 7 is such that et < min; w; < €". See also Figure 5.2 for an illustration.
Now, for each k = 0,...,n we partition the k-th segment further into w := 1;6
subsegments of size €2, see the zoomed-in part of Figure 5.2. Note that the
number of subsegments per segment is equal for each k, since both the segment
size and the subsegment size decrease in size for larger k. For each item falling
into a subsegment, we round the item weight down to the smaller endpoint of the

subsegment, i.e., to the nearest multiple of €¥*2; more formally:

w; = |w; /2| je N(k), k=0,1,... 7. (5.5)

To distinguish what weights we use, from now on we will write ¢ (x, w) for the

original objective function and ¢ (x, @) for the objective function with rounded

weights. We denote the lower end of the j-th subsegment of segment k by @§k),

or formally:

u_)J(-k) =T (-1 =1, w.
We denote the number of items with weight w](.’“) with y](k), and use y® to denote
("),

Wit The following property holds by the rounding:

[WF11]: scale

and position of

e Property 5.5.2. By rounding, it holds for each j € N that w; < (1 + €)w,.

Proof:
For every j € N(k) it holds that w; is rounded down to the nearest multiple of
"2 and therefore:

w; < w; + 2 < w; + ew; = (14 €)w,.
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segment: k 1 0
o | | 1 1 |
interval (0,1]: ¢ ekl g 2 . 1
item partition: . u NkE) oy .. u N@OQO) y N

subsegment weight: (k) = (k) = (k) - (k - (k)
2 g uljl Wy _ ws Wy, 1 Wey
f ) S T t Wﬁ—{
interval (ekF1, eF]: okt k1 | Fr2 o &
_ 5
item weights: Wy, wj, wj, wj, Wy,

Figure 5.2: The top figure depicts the interval (0, 1], split into segments based
on € and the items partitioned accordingly. The bottom figure is a zoomed-in
figure of segment k which depicts the (rounded) item weights. An item j € N (k)
is rounded down to the nearest multiple of €¥*2. So for jy, j», j3 € N (k) it holds

that: @;, = @5 and w;, = w;, = w",.

Knapsack Partitioning. As for the items, we partition the knapsacks based
on the segments as follows:

M(ky:={ie M|b e (e}, k=0,1,...,m,

where m is such that ™!

implies that m < n.

< by, < €™.3 Note that the assumption b, > min; w;

Items from Knapsack Perspective. Like in the warm-up algorithm, we de-
fine for each knapsack 7 which set of items is large with respect to i, denoted
as NL(i), and a set of items that is small with respect to i, denoted as N9(i).
Moreover, we define a set of items that is medium to 4, denoted as N (). See
also Figure 5.3 for an illustration. For ¢ € M (k) it holds that:

NE(@i) .= N(k)
NM(i) := N(k +1)
N%(i) ;== N(k+2)U---U N(n). (5.6)

For a given segment k, the sets NX(i) are equal for all i € M (k). The intuition
here is that the classification into large items is not based on the knapsack capacity
directly, but solely on the segment in which the knapsack falls. This allows us to

3Note that we use a different definition of 772 in this chapter as in Chapter 4.
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segment: k+2 kE+1 k k—1 k—2
o— 1 1 1 1 1 1 e —
interval (0,1]: ek+3 k2 ekl ek k=1 k=2 1
ie M(k),je N(k): wi b
items w.r.t. i € M(k): NS(i) NM(i) NE()
knapsacks w.r.t. j € N(k): M*(j) MH(j) M" ()

Figure 5.3: Knapsack i is in M (k) since b; lies in the k-th segment. The items
that fit on i are partitioned into N°(i), N™ (i) and NZ(i). Item j is in N(k) since
w; lies in the k-th segment. The knapsacks on which j fits are partitioned into

ME(j), MM (j) and M5 (j).*

slightly abuse notation and use N*(k) to refer to N*(i) for an i € M (k). The
same holds for medium and small items. Items from N(0) to N(k — 1) do not fit
on a knapsack i € M(k) and are therefore not classified. Note that {N®(i)} for
1 € M, is a small item collection, see Definition 5.3.1. This small item collection
will be used for SIR considered in this section.

The following property of small items directly follows from the definitions:

Property 5.5.3. For every knapsack i € M and every item j € N°(i) it holds
that ’LI]j S W S Gbi.

Knapsacks from Item Perspective. Lastly, we will classify knapsacks from
the item perspective. We denote the set of knapsacks that is large with respect
to an item j by ML(j), the set of knapsacks that is huge with respect to an item
j by M*(j) and the set of knapsacks that is enormous with respect to an item j
by M¥(j). See also Figure 5.3 for an illustration. For j € N(k) it holds that:

An item j € N(k) does not fit on knapsacks from M (k 4 1) to M (1), and these
knapsacks are therefore not classified with respect to j. As for the items, we
sometimes abuse notation slightly by denoting M* (k) if we mean M (j) for a
j € N(k). The same holds for large and enormous knapsacks. Lastly, we want
to notice that an item j € N(k) does not necessarily fit on a knapsack i € M (k),
e.g. if b <w; <€

[WF12] [WF13]
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Algorithm 10 ROUNDEDLONGESTPATH(¢)

1: Construct weighted directed acyclic graph based on € . m0ined in nest section
2: Let P be a path in G of maximum length from start node s to end node ¢
3: Construct optimal solution £M™* to SIR based on P

4: Apply LP-rounding procedure to £ to obtain zroud

5: return xowd

5.5.2 SMALL ITEM RELAXATION

The SIR that is used to obtain the PTBAS in this section is based on a different
small item collection and different lA)i’s than the SIR in Section 5.4. The small
item collection {N®(i)} for i € M that we use for the PTBAS is defined in (5.6).
Furthermore, we round up b; to obtain the values of l;, as follows: for ¢ € M(k),
fork=1,...,m:

b; == [b; /"], (5.7)

We consider the instance of SIR with rounded weights w; instead of w;, as defined
in (5.5). To summarize, whenever we refer to SIR in the remainder of this section,
we mean SIR with N(i) as in (5.6), b; as in (5.7) and weights w; = w; as in
(5.5). W Tn the next section, we will describe how to obtain an optimal solution
for SIR. As for the warm-up algorithm, a solution for the CASTING PROBLEM is
found by rounding the solution of SIR. Algorithm 10 summarizes this procedure.

The next theorem shows that Algorithm 10 is a bicriteria approximation algo-
rithm for the CASTING PROBLEM. This algorithm forms the basis for the PTBAS
of the CASTING PROBLEM.

Theorem 5.5.4. Algorithm ROUNDEDLONGESTPATH is a (1/(1+¢€), (1+€)(1+
€ + €%))-bicriteria approzimation algorithm to the CASTING PROBLEM.

We first give a corollary and prove two auxiliary lemmas that will turn out to
be useful for the proof of Theorem 5.5.4 below. The following corollary shows that
LP-rounding does not decrease the objective value and might cause a bounded
increase of used capacity in a knapsack. It follows directly from Theorem 5.3.3
and Property 5.5.3.

4Actually, since N¥(i) contains all items in N (k), it can be that there is an item j/ € N (i)
with weight b; < w;r < €* that does not fit on b;. Moreover, since M (j) contains all knapsacks
in M(k), it can be that there is a knapsack i’ € ML (j) with capacity "1 < by < w; on which
j does not fit.
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Corollary 5.5.5. Let ¥ be a solution to SIR, and let ™" be the result of
applying the LP-rounding procedure to £F. Then it holds that c (a:"’“"d,'zﬁ) >
¢ (MF, w) and for every knapsack i € M it holds that

§ U}] Tound < E wjx?fjp—" max w < E wj MIP z~
jENS (i
JEN JEN J JEN

The following lemma shows that the violation of Constraint (4.1b) by &™'* be-
cause of the relaxation of the right-hand side of Constraint (5.1c) from b; to b; is
bounded.

Lemma 5.5.6. Let M7 be any feasible solution to SIR. Then for every knapsack

1 1t holds that:
Zw] MIP < (1 + €3)b;.

JEN

Proof:
Suppose i falls in segment k, then by Constraint (5.1c), we have:

ij MIP < b /€k+4'|€k+4 S bz +€k+4.
JEN

Since i falls in segment &, we know that ¢! < b; and therefore:
bi + €k+4 S bl + Egbi = (1 + 63)bi.

O

The following lemma shows that objective value of SIR with rounded weights is

at least a factor 1/(1 + €) times the objective value of the CP with the original
weights.

Lemma 5.5.7. Let ©* and £ be the optimal solutions to CP and SIR respec-

tively. Then:
1

1+e¢

c (", ) > ¢z, w).

Proof:
It holds that:

Z ij _1+€Z ij Ty

zGM JEN zEM jGN
(1+¢) E § wjaP
ieM bi jEN

=(1+e€)c (=M, w).
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where the first inequality holds because of Property 5.5.2 and the second inequal-
ity holds because £ and x* are both feasible solutions to SIR but =™ is the
optimal one. O

Proof of Theorem 5.5.4:

We start by showing that x*"d is B-feasible, for 8 = (1 +€)(1 + € + €%). grownd
satisfies Constraint (4.1c) (every item is packed), by Theorem 5.3.3. Secondly,
the LP-rounding ensures that each variable in £™"¢ becomes binary. So, to
show that ™" is B-feasible, we only need to check that it satisfies the capacity
constraints:

round — round
E :ijij <(1+e) E W;Ty5

JEN JEN

Z@jl’%ﬂp + Gbi
JEN
<(A+e)[(1+e)b+eb] =80,

<(1+e)

where the first inequality holds by Property 5.5.2, the second by Corollary 5.5.5
and the third by Lemma 5.5.6. This proves the required feasibility of the solution.
The required objective value follows from Property 5.5.2, Corollary 5.5.5 and
Lemma 5.5.7:

1
1+e€

C(mround’w) > c(mround ’lI)) 2 C(JJMIP 'lI)) 2 c(w*,w).

O

We can extend the result of Theorem 5.5.4 further to obtain a PTBAS and hence
prove the main result of this section, Theorem 5.5.1:

Proof of Theorem 5.5.1:

For any a and 8 such that 0 < a <1 and 8 > 1, one can always choose an € such
that 1/(14¢€) > a and (1+€) (1 + € + €3) < 3. Then it follows from Theorem 5.5.4
that ROUNDEDLONGESTPATH(¢) is an («, §)-bicriteria approximation algorithm.
O

5.5.3 Solution to SIR

We will reduce the problem of computing the solution to SIR to the problem
of computing a maximum-length s-t-path in a specifically constructed directed
acyclic graph, in which each arc has an associated length.

General Graph Structure. The graph is a directed graph consisting of m + 1
stages. Each stage consists of multiple layers, and each layer consists of multiple



106 Chapter 5. PTBAS for Casting Problem

stage k
[ ] / r / [ ]
J W . .
I=1 1=2 =3 =y +1

Figure 5.4: General graph structure.

nodes. Stage k corresponds to a segment k. Let my be the number of knapsacks
in the k-th segment, i.e., my = |M(k)|. Then for every stage k there will be
my + 1 layers in the graph. Figure 5.4 shows an example of the structure of
the graph. The knapsacks within a stage are sorted by non-increasing capacities.
Since each stage corresponds to a segment, the stages are automatically sorted by
order of non-increasing capacities as well. For a segment k£ that does not contain
any knapsack, i.e., my; = 0, the stage will consist of one so-called dummy layer.
For the other stages, an arc between layer [ and layer [ + 1 in stage k corresponds
to packing the [-th knapsack in stage k. The packing of a knapsack i in stage
k exactly specifies the configuration of large (in NL(k)) and medium items (in
NM(k)) that will be assigned to i. The configuration is a vector of length 2w that
specifies how many items of each subsegment of segment £ and k + 1 are planned
on knapsack i. The packing also specifies what remaining part of the capacity
will be reserved for small items (in N¥(k)). When making such a reservation, it
is uncertain which small items will make use of the reserved capacity. Crucially,
for a solution to be feasible, the total reserved capacity must correspond with the
total weight of all items that are planned as small, which will become clear below.

Consider all the items in N (k). In stage k — 1, some of these items might be
assigned to knapsacks in M (k — 1), as medium items. In the next stage, stage k,
another subset of N (k) might be assigned to knapsacks in M (k), as large items.
The remaining items in N (k) are still unassigned at the end of stage k. We call
those items the remaining unassigned items of stage k. These are exactly the
items that must be assigned to knapsacks in M (k), as small items. This means
that at the end of stage k, we need to check if enough reservations for small items
were made on knapsacks in M (k).

To summarize, for each stage k =0,1,...,m:

Step 1. For each knapsack i in stage k (in order of non-increasing capacities):

e Specify the configuration of large items in N*(k) and medium items
in NM(k) that is assigned to knapsack 1.

e Specify how much remaining capacity of knapsack i is reserved for



5.5.

Step 2.

PTBAS 107

small items in N9(k).

After executing step 1 for each knapsack i € M(k), the remaining unas-
signed items of stage k still need to be assigned. These are exactly the
items that are not assigned as medium items to knapsacks in M# (k) or as
large items to knapsacks in M (k). They must be assigned as small items
to knapsacks in M (k). We need to check if enough capacity was reserved
on the knapsacks in M (k). If yes, then the reservations on the knapsacks
in MF¥(k) are reduced accordingly by the total weight of the remaining
unassigned items of stage k.

State Vectors and Layers. In order to execute these steps, each node in
the graph is labeled with a state vector. A state vector contains the necessary
information about unassigned items. More specifically: in stage k, the state vector
indicates how many of each large and medium item (NZ(k) and NM(k)) still
need to be assigned. Additionally, the state vector indicates how much capacity
is reserved for small items (N(k)).

A state vector is of the form (y~, y™, pg, pu, pr,¢). For a node in stage k, the
elements in the state vector are as follows:

e y’ is a vector of length w: (yF, ... yL), in which an entry yJL is an integer

indicating how many items with weight u_)j(-k) from NZ(k) still need to be
assigned. Recall that for knapsacks in M (k), large items (N*(k)) are items
from the k-th segment and are therefore multiples of €72, Recall that w is
the number of subsegments in each segment.

y™M is a vector of length w: (yM, ... yM), in which an entry ij is an integer

indicating how many items with weight w](.’““) from NM (k) still need to be
assigned. Recall that for knapsacks in M (k), medium items (N (k)) are
items from the (k + 1)-th segment and are therefore multiples of ¢**3.

pr indicates how much of the reserved capacity on enormous knapsacks,
ME(k), remains for items in N(k)U---UN (7). The quantity pg is used, as
explained in Step 2 above, to check if the remaining items at the end of stage
k fit on enormous knapsacks M (k). Formally, pg is defined as the sum of
the reservations made on knapsacks in M (0) to M(k — 2), subtracted by
the weight of all remaining unassigned items of previous stages 0, ...,k —1.
Since the items in stage k are of granularity €2, it suffices to store pg in
granularity e*+2.

pp indicates the reserved capacity on knapsacks in M (k) for items in
N(k+1)U---UN(n). pg is stored in order to be able to compute pg in
later stages. I.e., when going from stage k to stage k+1, the huge knapsacks
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layer [ + 1

r; =0
M M.
ol T Ty s
L L.
(y17"‘7yw7 g =1
M M. !
yl >"'7yw7
PE,PH, PL; L)
. — pmax M M M M.
T4 7 Y —Tr -0 Y, — 45

PE, PH, PL +’ L)

Figure 5.5: Outgoing arcs for a node in layer [ of stage k.

become enormous, and ppy is added to pg. Since the items in stage k + 1
are of granularity €**3, it suffices to store py in granularity e*+3.

e p; indicates the reserved capacity on knapsacks in ML (k) for items in N (k+
2)U---UN(n). Like pg, it is stored in order to be able to compute pg
in later stages. Il.e., when going from stage k to stage k + 1, the large
knapsacks become huge, and py is added to pg, which in turn will be added
to pgp at the end of the next stage, as explained above. During stage k, pr
is incremented with the reservations made on the knapsacks in M (k). Since
the items in stage k + 2 are of granularity ¢, it suffices to store p; in
granularity e***. Next to the reserved capacity in stage k, p;, might contain
a refined reservation, which we will explain below.

e ¢ indicates the index of the knapsack with the smallest capacity encountered
so far for which the second capacity constraint (5.1c) is not tight. Intuitively,
¢ is the smallest knapsack encountered that has some residual capacity. It
is used for calculating the length of update arcs, which is explained later.
¢ is initialized to a value ‘init’, indicating that no knapsack with residual
capacity has been encountered yet.

The first 2w entries in a state vector, in y* and y™, are non-negative integers of
value at most n. The next three values, pg, pr and py, are non-negative integers
of size at most n/e*; we show in the proof of Lemma 5.5.8 why it suffices to store
at most n/e* values for each reservation. The last entry in a state vector is either
‘init’, or a positive integer of size at most m. Each layer in the graph, also the
dummy layers, consists of all possible state vectors with a structure as described
above.

Arcs Within a Stage. Next, we define what the graph looks like within a
stage k, if my > 0. Recall, if there are m; knapsacks in segment k, then there
will be my, + 1 layers in stage k, from layer 1 to layer my + 1. If my = 0, there is
only a dummy layer in stage k and there are no arcs within this stage. Otherwise,
there can be arcs between different layers in a stage. An arc between the [-th and
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(I + 1)-th layer of stage k indicates the packing of the [-th knapsack in stage k,
or equivalently, of the ¢-th knapsack overall, where i = 212;10 my + 1. See Figure
5.5 for an example of the arcs between layer [ and layer [ 4+ 1 in stage k. There
is an arc between node (y=, ..., yLiyM, ... M pE, pu, pr,t) in the [-th layer of
stage k and node (9, ..., 9% 9M, ..., 9M: pp, pu, pr, ) in the [ + 1 layer of stage
k if:
e There is a configuration (xf, ... xl; xl s oMy such that forj =1,... w
ah >0, 2} >0, 9F =yF —aF and )" = y}' —2}'. Note that since both g}
and y are non-negative integers, it follows that  is an integer for which

J
holds that xJL < ij. The same holds for the medium items.

e The configuration is feasible with respect to b;, i.e.,
>t e Yol e <0,

e There is a non-negative integer reservation r; such that p, = py + r;. The
reservation is at most ™, which is defined as:

P — [, [eF T — (Z oK) :v _|_Z D, ) Jek+t,

e The pointer to the last knapsack that has free capacity, ¢, remains ¢ if the
reservation r; is equal to r™**. Otherwise, ¢ is updated to ¢: the index of
the knapsack corresponding to the [-th layer of stage k.

The reservation r; is a reservation of capacity on knapsack ¢ for small items in
N¥(k). We make a reservation on knapsack i in granularity €*** of every multiple
from 0 to r™**. A reservation of 0 means that the knapsack will only contain large
items (in N*(k)) and medium items (in N™(k)) and no small items (in N°(k)).
A reservation equal to r™** means that all the remaining capacity (after assigning
large and medium items) will contain small items.

The length of such an arc is precisely the weight that is assigned to the arc
(coming from both large items in NZ(k), medium items in N* (k) and the reser-
vation for small items in N°(k)), divided by the knapsack capacity. So again, let
1 be the index of the [-th knapsack in stage k, then the length of an arc between
layer [ and layer [ + 1 in stage k is

w w
(K (k41

5 oMl 4+ g WD M et
i j J

j=1 j=1

In the first layer of stage 0, there is only the initial node s, labeled with the
state vector corresponding to the number of large and medium items of stage 0.
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pr, pe and py are initialized to zero and ¢ is set to an initialization value ‘init’,
indicating that there was no knapsack with spare capacity yet.

The intuition of the graph for stage k is as follows: a node v in layer [ + 1
of stage k is reachable from a node vy in the first layer of stage k if there is a
packing of large items (in N*(k)) and medium items (in N*(k)) on the first
knapsacks in M (k) using feasible configurations, where the remaining unassigned
large and medium items are exactly indicated by y* and y* in the state vector
of node v, and the total reservation for small items (in N°(k)) on the first
knapsacks of stage k is given by the difference in p; for v and vy, in granularity
e**4. The length of this path is exactly the objective that is gained on the first
[ knapsacks of stage k, coming from assigned large and medium items and the
capacity reserved for small items.

Arcs Between Stages. The state vectors in the last (possibly dummy) layer of
a stage k need to be connected to the state vectors in the first (possibly dummy)
layer of the next stage k + 1. We do this with so-called update arcs. Intuitively
the following happens at such an update arc: (see also Step 2 in the general graph
structure)

e The remaining unassigned items of stage k will be assigned to enormous
knapsacks (MFE(k)). We thus check if pg, i.e., the total amount of reser-
vations on ME(k), is large enough to accommodate all the items and then
subtract the total weight of the remaining unassigned items of stage k from
pr- Recall that we store pp in granularity €¥+2, so before subtracting the
weight of unassigned items, we multiply pgp with €¥*2 to obtain the actual
size of the reservation. No update arc will be created if pg is not large
enough to accommodate the remaining items, intuitively this means that
not enough capacity was reserved.

e We update the reservations for the next stage, £ + 1. This means we need
to express pg in granularity €3, which we do by dividing it by €**3. The
multiplication of pgp with €¥*2 in the previous step possibly caused pg to
be non-integer, but the division with €¥*3 in this step restores this property
again.

Moreover, we need to add py to pg since the knapsacks that are huge in
stage k will become enormous in stage k£ + 1. Similarly, py is updated to
the value of pr.

o If at least one knapsack has been encountered with some residual capacity,
i.e., if ¢ is not ‘init’ anymore, we are going to introduce the possibility
of making a refined reservation, denoted with u. We need these refined
reservations because the reservations that are made on the arcs within a
stage k are made in granularity €¥**. However, we want to accommodate
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the possibility of making a more fine-grained reservation, in granularity e**>.

We make a refined reservation for every size u, such that u is a multiple of
€ and smaller than €. Since the granularity of the refined reservation
is €*° this means we make a refined reservation for every positive integer
u that is smaller than 1/e.

Since the granularity of p;, in the next stage k + 1 is also €¥*3, we can add

the refined reservation to py. This means that in stage k& + 1, py does not
only contain the reservations made on knapsacks in stage k + 1, but also a
refined reservation on ¢.

In Property 5.5.12 we prove that for the optimal solution ™ there is at
most one knapsack in M (0)U- - -UM (k) that has such a fine-grained weight,
namely ¢. Therefore it suffices to create the possibility to make a refined
reservation in each granularity once.

Algorithm 11 defines which update arcs will be created. The input to the
algorithm consists of the stage k and a state vector in the last layer of stage k.
Whenever the last stage is reached, i.e., k = m, we need to check if there is an
arc to the target node ¢t. For the nodes in the last layer of stage k, we therefore
do not use Algorithm 11 to compute the outgoing arcs, but Algorithm 12, which
is elaborated on below. An example for the update arcs between the last layer in
stage k and the first layer in stage k 4 1 is given in Figure 5.6.

We elaborate on Algorithm 11 in more detail. The algorithm starts with de-
creasing the reservation for small items, pg, with the total weight of all remaining
items in N (k) in Line 1, after which the algorithm checks if enough reservations
were made to accommodate these items in Line 2, otherwise it returns ‘failure’.
In Lines 3 and 4, the algorithm initializes pp and py for the next stage. The
output of Algorithm 11 is a set of nodes in the first layer of stage £ + 1. An
update arc will be created from the input node to all of these nodes in the output
set. Recall that we use yj(k) to denote the number of items with weight wj(.’“). If a
knapsack with free capacity exists, an arc is created with every possible refined
reservation value. The value of the refined reservation is a non-negative integer
strictly smaller than 1/e. Otherwise, no refined reservation is made and only one
arc will be created.

The length of an update arc originating in the last layer of &k to the first layer
of stage k + 1 is the value of the refined reservation divided by the capacity of ¢,

defined as follows:

1
2 et

b,
It follows that the length of an update arc on which no refined reservation was
made because ¢ was equal to ‘init’ is 0.

Arcs to the Target Node. As we explained above, for the nodes in the last
layer of the last stage, i.e., when k = m, we need an algorithm to check if there is
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stage k stage k + 1
layer my + 1 layer 1

(TN T

L L.
(yl s Yook (k+2) (k+2)
y{”?"'vyiw; Y1 s Yw 3
ﬂE,pH7pL,L) pg)/5k+3+PH7PL7%L)

Figure 5.6: Outgoing arcs for two nodes in the last layer of stage k to the first
layer of stage k 4+ 1. The upper node has no outgoing arcs since pg) < 0: the
made reservations are not large enough to accommodate the remaining items in
stage k.

Algorithm 11 UPDATE(k, (yf, ..., y5 v, .. v pes prs prst))

. else
k42 k42
: t return {(y{\/[77y£4)y§ - )7"')y£'+ );pE7pH707L>}

1) _ k42 w (k) L
L: pp" = pE€ - Z]‘:1 w; Y > Remaining items of N (k) are assigned as small
2: if pg) < 0 then return failure > Check if enough reservations are made
(1) /_k+3
3: PE = Pg /€7 + pu > Update values for next stage
4 pa = pr
5: if ¢ #‘init’ then
M M. (k+2) (k+2),
6: ‘ return {(yl e UYL Y ,pE,pH,u,L> u=0,1,...,1/e — 1}
7
8

an arc to the target node ¢t. Algorithm 12 does exactly this; the input is a node
in the last layer of stage m and the output is either ¢ or ‘failure’. Intuitively,
the algorithm checks if the made reservations are enough to accommodate the
remaining items in stage m and all subsequent stages (recall that possibly, m < 7).
Conversely, the algorithm also checks if not too much capacity was reserved, i.e.,
it checks if all reservations are justified. If this is the case, the algorithm returns
the target node ¢t and an arc to t is created, otherwise, the algorithm returns
‘failure’, and no outgoing arc is created.

We elaborate on Algorithm 12 in more detail. At the end of stage m, it can be
that there are items in N () that were not assigned to knapsacks in M (m) or
M*H(m) and therefore must be assigned as small items to knapsacks in M (m),
these are exactly the remaining unassigned items of stage m. Consequently,
in the first line of the algorithm, we assign these remaining items of N(m) to
ME(m), and check if enough capacity was reserved to assign them in Line 2.
We continue with the remaining unassigned items in stage m + 1. Some items in
N (m+1) might have been assigned as medium items to knapsacks in M (m+1) =
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Algorithm 12 RESERVATIONVALIDATION (yf, ..., y5 v, ...,y pe, pu pr,t)
1 _ n42 w ()L
L pg pEem+ - Zj:l w; "Y; > Remaining items of N(m) are assigned as small
2: if p 1) < 0 then return failure > Check if enough reservations are made
2 _ @ n+3 w (m+1), M
3 pp = pE + pge™ e — Z] 1W; y' > Rem. items of N (1 +1) assigned as small
4: if ,0 < 0 then return failure > Check if enough reservations are made
(3) (2)
5 pp = pPr t+pPLE * > All remaining unused reservations
(a)
6: 6 = Zq m+2 E] 1 ’LU y] > Total weight of unassigned items
7. if pSE <0< pE + ™4 and ¢ #‘nit’ then
8: return ¢
9: else if pg’) = ¢ then
10: ‘ return ¢
11: else

12: | return failure

M(m), but the remaining remaining items of N(m + 1) need to be assigned to
knapsacks in MP (1 + 1). In Line 4, the algorithm checks if enough capacity
was reserved to do so. The algorithm then computes pg), which is the remaining
reserved capacity in all knapsacks. Moreover, it computes 6: the total weight
of all remaining unassigned items, which is equal to the total weight from all
items in N(m + 2) U--- U N(n) since none of the items in these segments were
assigned yet. Since the reservations were made as a multiple of € at the finest,
the algorithm allows that the remaining weight exceeds the remaining reserved
capacity with strictly less than €+, This difference is the last refined reservation
that must be made on ¢. If ¢ is ‘init’, no refined reservation can be made and the
remaining reserved capacity must be equal to the remaining weight.

The length of an update arc from the last layer to t is equal to the difference
between the remaining weight and the remaining reserved capacity, divided by
the capacity of ¢ (if ¢ is ‘init’, the length is 0):

b%(&—pg’)).

Proofs. In the remainder of this section, we prove three lemmas that together
show that an optimal solution to SIR can be found by finding a maximum-length
path in the created graph. First, we will prove that the size of the graph is
polynomial in Lemma 5.5.8. After that, Lemma 5.5.9 and Lemma 5.5.10 show
the correspondence between a maximum-length path in the graph and the optimal
solution to SIR.

Lemma 5.5.8. The number of nodes in the graph is polynomial.
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Proof:
There are exactly m + 1 stages in the graph. Since b,, < €™, it follows that
1
iy < 1080m.
~ loge

Each stage has at least one layer and there is an extra layer in a stage k for each
knapsack in M (k). This means there are exactly m + 1 + m layers in the graph.
A layer may contain all possible state vectors. The first two entries of the state
vectors represent the number of large and medium items that need to be assigned.
They are vectors of length w = (1 — €)/e?, where each entry is at most n. Since
2w < 2/€%, this gives at most n2/< possible vectors. Next, we derive an upper
bound on the weight that pr must be able to represent. During a stage k, pg
needs to represent the weight of at most n items. A small item to an enormous
knapsack comes from stage k (or higher), so is at most of size €¥. Therefore, ne®
is an upper bound on the weight that pp might represent. Since pg is represented
in granularity €**2, there only need to be n/e? different values for pp in the state
vector. Similarly, we only need n/e? different values for py and pr. Together
with m values for ¢, this gives that the number of nodes in the graph is

@, L IOgbm—l—m net3 )
€8 \ loge

Lemma 5.5.9. If there is a path in the graph from s to t with a total length of
¢, then there is a feasible solution to SIR with value c.

Proof:
We can construct a feasible solution to SIR denoted by «, by tracing the given
path in the graph. For each stage k and each knapsack i € M(k), there is an
arc along the path that specifies: (1) the feasible configuration, i.e., how many
(k)
J

,j=1,...,w must be assigned to knapsack i and (2) r;: the remaining
k44

large items of each size w;’,7 = 1,...,w and how many medium items of each

(k+1)
capacijty in ¢ that will contain small items in granularity e Since the arc
indicates r; in granularity €***, we multiply them to ensure we have the actual
reservation: 7; = r;¢¥*4. Since the configuration only specifies the number of
large (medium) items of each size according to the rounded weight, w, it remains
to choose which exact items we assign to i. Any subset of unassigned items with
rounded weights specified by the configuration suffices and we can set z;; = 1 for
the items 7 in this subset.

After traversing the path through the layers of stage k, and assigning large
and medium items to knapsacks accordingly, we end up at an update arc at the

size W
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end of stage k. We still need to assign the remaining unassigned items in stage k.
While there remains an item j € N(k) for which ), z;; < 1, assign it, possibly
fractionally, on the largest encountered knapsack ' for which the reservation 7;
is positive: let ' = argmax{b; | i € M(0)U--- M(k), 7; > 0}, set

. Ty
Ty; =min{ —, 1 — g Tij ¢
wj ‘

and decrease 7 with w;z;;. We know that we can always find such an ¢’ since
Algorithm 11 only outputs outgoing arcs if sufficient reservations are made for
these remaining items. The update arc also specifies the so-called refined reserva-
tion, u on ¢ in granularity €**°. We increase the reservation 7, of knapsack ¢ with
this amount: 7, = 7, + ue**>. We continue traversing the path and constructing
x until a node in the last layer of stage m is reached.

Similarly as to an update arc, we assign the remaining unassigned items of
stage 711, possibly fractionally, to knapsacks in M (1h), and subsequently we plan
the remaining unassigned items of stage m + 1, possibly fractionally, to knapsacks
in M (1n). Before we plan the remaining items of stage 7 + 2, we increase 7,
with the value of the last refined reservation, i.e., 7, = 7, + 60 — pg’), in the case
that ¢+ does not equal ‘init’.

By construction, x satisfies integrality constraints (5.1e) and non-negativity
constraints (5.1f). The first capacity constraint (5.1b) holds by the feasibility of
the large and medium configuration, checked during construction of the graph.
Constraint (5.1d) holds since the construction of @ ensures that every item is
assigned to a knapsack. In case the item is assigned fractionally, the construction
ensures that the values for the item add up to one. In order to show that x
is a feasible solution to SIR, we only need to show that x satisfies the second
capacity constraint (5.1c). Observe that (5.1c) holds by construction of the graph
if the refined reservations are not taken into account. We need to prove that the
constraint is still satisfied after adding the value of refined reservations. When
an arc is encountered that specifies the large and medium items that must be
assigned to a knapsack i, we either have that Constraint (5.1c) is tight, which
means that r; = r™* = 0 and by construction of the graph, ¢ is not updated
in that case. Subsequently, no refined reservation will be made on this knapsack
and it holds that Constraint (5.1c) remains valid. Otherwise, it holds that (5.1c)
is not tight, and the arc leads to a node where ¢ is updated to . We prove that
Constraint (5.1c¢) remains valid for ¢ after a refined reservation, by proving the
following invariant: at each point of the path in stage k, the slack for Constraint
(5.1c) of knapsack ¢ is at least €***. After updating ¢ to i in stage k, the invariant
holds by construction of the graph, since ¢ is only updated if there is slack and
the slack cannot be smaller than €**4. We prove that the invariant remains true
after encountering an update arc between stage k and stage k + 1. The refined
reservation is maximum whenever u = 1/e — 1. Since the refined reservation is
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+5

stored in granularity €**°, we multiply them to get:

u = (1/6 . 1)6k+5 — 6k—i—4 . €k+5'

This means that the refined reservation fits on ¢, since there is €™ slack in the
constraint. For the next stage, k + 1, the slack in the constraint for ¢ is at least
et — (bt — FH5) = #*5 This proves the invariant and therefore proves that
Constraint (5.1c) also holds for «.

Lastly, it holds that the path’s length is equal to the value of ¢(x) since each
arc has a length that corresponds exactly with the total assigned weight induced
by following that arc, divided by the size of the associated knapsack. To see this,
observe that only an arc to t is created if all reservations are justified. O

Lemma 5.5.10. If SIR has a feasible solution and =™ is the optimal solution
with value c (a:MIP, 'LT)), then there is a path in the graph from s to t with a total
length of ¢ (:BMIP, w).

Before we prove the lemma, we introduce some extra notation and prove two

i), e PTOPerties that hold for the solution M Let z,,""% be the vector of length

we  need g indicating the number of items from each subsegment of stage I that ™™ has
lifferent : .
diferent. - agsigned to knapsacks in M (k), or formally,
Z Z MIP
2kl = (Zucl, R2kly - - - 7Zwkl>, where Zjgl = )
zGM(k

Furthermore, let w(k,, ™) denote the total weight of items in N(I) that are

assigned to knapsacks in M (k) with respect to M i.e.:

(k’l,mMIP Z Z Wz MIP_

ieM(k) jeN(1)

For simplicity of notation, we will often write wy;, and sometimes wy; to dis-
tinguish what belongs to the first and the second subscript, when we mean
w(k, 1, M),

In the construction of the s-t-path, we will need to choose one of the update
arcs, based on the refined reservation. For the update arc between stage k — 1
and stage k, we choose the following quantity for the refined reservations:

o[£l 5

01'>0 010'>0

Intuitively, 7"+ is the difference between rounding down the total weight on

knapsacks of the first £ — 1 stages to the nearest multiple of €¥** and **+3. For
every k it holds that 0 < 4y < 1/€ and 4y, € Ny. Moreover, the following property
holds for wy:
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Property 5.5.11.

k-1 k—1
N 1
Uy = \‘<Z Z wk/l,> /€k+4J - {(Z Z wk’l’) /€k+3J -
k'=01'>k+2 k=0 1'>k+2 ¢
Proof:
The property holds since both wy, /e and wy, are multiples of €3 for every [ :
0<I<Ek+1. O

To deal with knapsacks that have the same size, we make the following tie-
breaking assumption for M without loss of generality: if 3,7’ € M such that
i < and b; = by, and if Constraint (5.1c) is not tight for ¢/, then m%ﬂp =0 for
every j € N®°(i). Intuitively, this means that £M¥ is the solution such that if
there are multiple knapsacks with equal size, small items are always assigned to
the knapsack with the larger index first. This assumption about M is used to
prove the following property for &MF.

Property 5.5.12. For every k, there is at most one knapsack in M(0)U --- U
M (k) in the optimal solution to SIR, £™!¥| that has a total weight assigned to it
with granularity €¥7° or smaller. This knapsack is exactly the smallest knapsack,
i.e., the knapsack with the largest index, in stages 0 to k for which (5.1c) is not
tight. The rest of the knapsacks in M(0) U --- U M(k) have a weight that is a
multiple of €4,

Proof:

Fix a k. Suppose that in M| there are two knapsacks in M (0)U---UM (k) that
have a total weight assigned to them which has granularity ¢**® or smaller. That
must mean that both knapsacks have items in N(k 4+ 3) U --- U N(n) assigned
to them, i.e., both knapsacks have items assigned to them that are small for
them. Moreover, it must hold that Constraint (5.1c) is not tight for both of these
knapsacks. By our tie-breaking assumption, the knapsacks cannot be of the same
size. However, this means M!F can be improved by moving weight (coming from
small items) from the larger to the smaller knapsack. This can be done until at
most one knapsack has granularity ¢**°. By moving weight from a larger to a
smaller knapsack, the objective value of &™* improves, which is a contradiction.
This proves that there is at most one knapsack in stages 0 to k with granularity
€5 or smaller.

Now suppose that in &M there is a knapsack with granularity €¥*° and there
is another knapsack, with a larger index, for which Constraint (5.1¢) in SIR is not
tight. By the tie-breaking assumptions, these knapsacks cannot be of the same
size. Then again, by moving the weight coming from small items to the smaller
knapsack, we can improve the solution. This gives a contradiction that proves
the latter part of the property. O
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Proof of Lemma 5.5.10:

We assume that SIR has a feasible solution, and therefore an optimal solution,
which we denote by M. We first prove by induction that a path from s to ¢
exists, Wlthout regardmg) the length of the path. Recall that we use y*) to denote

(ygﬁ), ey yw ), where y;" indicates the total number of items with rounded weight

',

Inductive Hypothesis 1. For k = 0,...,m, there is a path P from s to some
node in the first layer of stage k, where the state vector of that node has

o item distribution (y*) — z_y j; y*t);

— k=2 k+2 | .
PE = L( k=0 21>k wk’l’) Je"t J;

® Oy = ﬂ/k—l + L(Zl’gk—l—l wk—l,l’) /€k+3J ;

® pr = Uy;

L is the smallest knapsack of segment 0 to k — 1 for which (5.1c) in SIR is
not tight.

For £k =0, pp = pg = pr = 0 and ¢ is ‘init’, and there is a trivial path from
s to itself. Inductively, we can now assume that at the beginning of stage k (so
that M (k) # 0) there is a path from s to a state vector in the first layer of k. We
need to prove that there is a path to a node in the first layer of stage k& + 1.

To construct the path in stage k, we follow the optimal solution ™ to decide
which large and medium items to pack on the knapsacks, and how much weight
we must reserve for small items. We can do this easily, since for every feasible
configuration of large and medium items and every possible reservation of small
items that is a multiple of €T, there is an arc. For each knapsack i, we take the
arc that has exactly the large and medium configuration as in ™' and which
reserves r;, where r; is as much as the weight from small items that &M"assigns
to 7, but rounded down:

o \‘ZjeNs(i) '“_ij%HPJ
v ek+4 ’
As explained in the construction of the graph, this arc increases p; with the
amount that we reserve, i.e., pr, = pr +r;.
After following these arcs for every knapsack in stage k, we end up in the last
layer of stage k with item distribution (y(’“) — Zh—1k — Zhk; y(k“) — zk,k+1)- PE
and pg have not changed since the beginning of the stage. p; was updated every
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time a reservation was made and is therefore equal to:
N ZjeNs(i) wj$%\§‘llp
pr = Uk + Z | \‘ cktd
R {ZieM(k) D jeNs() wjx%HPJ

= U+ kit

P wkl/J ‘ (5.8)

_= /&k —|— —
{ ck+d

The second equality holds by Property 5.5.12 and the third equality by the defi-
nition of wy;. To prove Inductive Hyothesis (IH) 1, we need to show there is an
update arc to a node in the first layer of the next stage for which TH 1 holds.

First, we check if the UPDATE function, Algorithm 11, does not return failure,
by checking if pg) > 0. The input of the algorithm, denoted with (k, (yF, ..., yL;
y's oyl pes pr, pr, 1)), is given by (K, (y®) — Zk—1,k — Zk,k§y(k+l)
PE, PH, PL, L)), which gives:

1 _(k
P = ppet? - Zw§ yy

— Zk,k+1,

k—2
_ (Zo lzk ww) /GMJ -5
= (Z Zwk/l/ — Z wk/k> /6 +2J € k+2
L >k
- (Z Z ww) /EHQJ 2 >0
L 0l'>k+1

Here we use IH 1 for pg and that Z;J:l u_)](-k)ij is all the weight from items in
stage k that were not assigned as large or medium in £™'*, so therefore it is equal
to ZZ,_:QO wyp. We use that wyy, is a multiple of €¥*2 for every &’ in the third

equality. It follows that pg) > 0, so we know that the UPDATE function does
not return ‘failure’. The UPDATE function might return many nodes in the first
layer of stage k + 1, corresponding to different values for the refined reservations
u, from which we can choose a specific one. We choose the update arc which
makes a refined reservation u equal to uxy1. Note that this arc exists because
0< ﬂkH < ]_/E

We check if TH 1 holds for the node that this update arc points to. The
condition for the item distribution and ¢ are satisfied by construction of the graph,
in particular the output of the UPDATE algorithm. We only need to check if TH

1 holds for the new pr, py and pg that are computed in the UPDATE function,
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we denote them with p}, p}; and pl; to distinguish them from the current values.
P is updated to u, for which we have chosen the value . It follows that the
condition for p;, in IH 1 holds. p/; is updated to pr. Recall that in the last layer
of stage k, pr, is equal to

Zl’>k+2 wkl’J
b

Uy + \‘ _€k+4
so the condition for p/; in IH 1 holds as well. To compute p%, we can use IH 1
: (1) :
for py and the computation of pj’ above:

1
Pl = ,055)/6'”3 +pn

= Z Z wﬂ/) /€k+2 k+2/6k+3+@k_1+ {( Z wk—u/) /€k+3J
| \W=0>kt1 >kt

— Z Z wk,l,> /€k+3 \‘< Z wkl,l’) /€k+3J
| \b=0>kt1 >kt

| (3 3 ) 59)
L \k'=0 1>k t1

which is exactly what pg should be according to IH 1 for stage k + 1. We used
Property 5.5.11 for the third equality and Property 5.5.12 for the last equality.
This proves that there is an update arc that leads to a state vector in the first
layer of stage k + 1 for which IH 1 holds. This proves IH 1.

It remains to show that there is a path from the first layer of stage m to t.
We can follow the arcs in stage m as described above for all the previous stages.
Similar arguments as described above can be used to prove that p; gets updated

n (5.8), that pg > 0 and that the input for Algorithm 12, denoted with
Wi b oty ubs oy pa, prs 1), is given by (y) — y ) —
Ziani1; PEs PH, PL, L). Then, in Algorithm 12 it holds that pg)/em”—i-p = (5.9),
with & = m. It follows that Algorithm 12 does not return ‘failure’ in Line 2. We
will show that Algorithm 12 also does not return ‘failure’ in Line 4 by showing
that pg) > 0.

Zin— 1,m — mea

2 1 ™ _(m+1
P = Py + pue™ =N Ty
=1

J

(E 5 e

0l'>m+1

(E 5 e

0U'>m+2

m—1
- g W' m+1
k=0

6771-‘1-3 Z 0

) m+3 € +3
) m+3
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Here we use that p) /"3 + py = (5.9) and that > e w§m+1)y§” is all the
weight from items in N (1 + 1) that are not assigned as medium to M (m+1)(=
M (1)), so therefore it is equal to 3 j—s wrmi1. The last equality holds since

Z;é Wit is a multiple of €™+3. Since pg) > 0, Algorithm 12 does not return
‘failure’ in Line 4.

To compute the value of pg’), we use the computation of pg) and the updated
value of pr:

3 2 m
P = p) + prem

{(Z Z wk/l/> /€m+3J Em+3 (510)

0U'>m+2

F Qe 4 {( Z wrh,l/) /Em+4J 4
U'>rm+2
|, B e

K'=010'>m+2

_ MLHJ ot (5.11)
€

For the third equality, we used Property 5.5.11 and Property 5.5.12, similarly as in
the computation of (5.9). The last equality holds by definition of 8 in Algorithm
12.

This allows us to show that Algorithm 12 returns ¢. If + equals ‘init’, it holds
that 6 is a multiple of ¢™** and therefore pg) = 6, and an arc to t is created.

(3) M+d

Otherwise, the difference between py,’ and 6 is at most € and an arc to t is

created as well.
It remains to prove the following inductive hypothesis about the length of the
path.

Inductive Hypothesis 2. For k=0,...,m, let P be the path from s to a node
in the first layer of stage k, as constructed above. Then the length of path P
equals:

> 3 | () e

0ieM (k' JEN

The length of the path from s to itself is 0, which proves the base case. Inductively,
we can assume that TH 2 holds for the length of the path up to the first layer of
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stage k. We can fill in the choice of r; into the length of an arc within a stage k:

% Zw x; +Zwk+1x +r2 ]

_J1

1 w (k) w
_ - — L —(k+1) M MIP k+4 | k+4
y Dowy wg Y w i+ > wayt | | e

vl =t j=1 JENS (i)

1
_ - .MIP MIP k+4 k+4
= | 2 maEta || X wat | e e
| JENE(HUNM (3) JENS(4)

1 MIP 4 4
(G|

The second equality holds since we follow £™'F to choose the configuration for
the i'th knapsack. The last equality holds since all large and medium items with
respect to stage k are multiples of e*+4

Accumulating the length of the arcs during stage k, the length of the path has
increased as follows:

S5 b () |

=04ieM (k') JEN
2 : \‘<§ :w] MIP) /€k+4J ke
i€M (k) bi JEN
k
_ MIP k+d | k+4
—Z Z > wwy | e

F"qk

> (an MIP) szg MIP) /e’”“J F (5.12)

K'=0ie M(K'), it bi jeN jEN

The last equality is true since Property 5.5.12 proves that ¢ might be the only
knapsack that has a weight that is not a multiple of €¥**. We will add the length
of the chosen update arc and prove that the update arc points to a node for which
IH 2 holds. The length of the chosen update arc (with u = tg1) is as follows:

1. s L k+5 k+d | k+4
o () (£ ) )

0l'>0 00'>0

(e}l i)

(5.13)
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Here the last equality holds since by Property 5.5.12, ¢ is the only knapsack in
M(0)U---U M(k) that might not be a multiple of e***.

So the total path length to the first layer of the next stage £+ 1 is then as follows:

k

(5.12) + (5.13) Z > (Zw] MIP)
=03eM (k') it i JEN

i)
55 () o]

=0ieM (k') JEN

Q“l}—l

The second equality holds since Y.y wjz}i" is a multiple of ¢ for every

knapsack except ¢. This shows that IH 2 holds for the node in the first layer of
stage k + 1 that the chosen update arc points to, which proves that IH 2 is true.

Inductive Hypothesis 2 with k& = m gives the path length to the node in the
first layer of stage m. Following the same reasoning as for the earlier stages, we
get that the path length to a node in the last layer of stage m equals:

S 5 ) HiEe)

k'=04ieM (k') i#L JEN JEN

What remains to prove is that adding the length of the last arc to ¢ ensures that
this path length adds up to ¢ (™', w). The length of the last arc is defined as
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b% <9 - pg’)). We rewrite 0 — pg’) as follows:
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The third equality holds since wy; is a multiple of €% for every I’ < m + 1. For
the fourth equality we use the definition of wy. The fifth equality holds since
by Property 5.5.12, ¢ is the only knapsack for which the two terms differ.

Now we can add the length of the last arc to the length of the rest of the path
to obtain:
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5.6 Conclusion and Discussion

In this chapter, we presented two bicriteria approximation algorithms. In essence,
both algorithms are different methods for finding an optimal solution to the
SMALL ITEM RELAXATION, after which the presented LP-rounding procedure
yields an approximate solution for the CASTING PROBLEM. In the first bicriteria
approximation algorithm that we present, a greedy algorithm suffices to find the
optimal solution. Even though the algorithm is fairly straightforward, it results
in a (1, 3/2)-bicriteria approximation algorithm.

For the second bicriteria approximation algorithm, it takes significantly more
work to find a feasible solution to the SMALL ITEM RELAXATION. We acknowl-
edge that a complex and large, although polynomial, graph must be constructed.
Future research could explore to find out if the construction of the graph or the
analysis of the algorithm can be simplified. On the other hand, even though the
construction of the graph is complex, it pays off in the form of a PTBAS. Since
it is not possible to find an algorithm that computes a feasible solution for the
CASTING PROBLEM within polynomial time, unless P=NP, there is not much
more that we can expect than a PTBAS.






Chapter 6

Machine Learning in Large

Neighborhood Search for VRPTW:
Neighborhood Selection

6.1 Introduction

Efficiency in the planning of large logistics companies is of major importance,
both for reducing the environmental footprint and for reducing costs. To create
efficient schedules, planners at those companies need to be able to obtain high-
quality solutions quickly. In practice, such solutions are often computed by using
an iterative approach that proceeds along the following lines: (1) create an initial
feasible solution, (2) iteratively improve upon the current solution until a cer-
tain termination criterion is met (e.g., maximum number of iterations is reached,
sufficient solution quality is achieved). Large Neighborhood Search (LNS) is one
such approach that is broadly applicable and has proven to be highly efficient
in practice (see, e.g., the survey by Mara et al. [2022]). Each iteration of LNS
consists of two steps: the destroy method and the repair method. For the repair
method, often a general-purpose solver like a mixed integer programming (MIP)
solver or a constraint programming solver can be used [Pisinger and Ropke, 2010].
If available, one can also take advantage of heuristics that are known to be well-
performing and embed them as a repair method [Mara et al., 2022|. However, for
the destroy method the situation is different: often this asks for the development
of specialized algorithms tailored towards the specific scheduling problem, which
requires expert knowledge and needs time to be developed and implemented.

As also mentioned by Ropke and Pisinger [2006]|, LNS works particularly well
if the considered problem can be easily partitioned into a number of subproblems
where some constraints must be satisfied, covered by a master problem to control
how the subproblems are combined. Many routing and scheduling problems con-
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form to this structure and are therefore oftentimes successfully solved with LNS
in practice. A recent survey paper by Mara et al. [2022] on a specific type of LNS,
namely Adaptive Large Neighborhood Search (ALNS), categorized 252 scientific
publications. Most of these articles are on routing and scheduling, but there are
also applications in, e.g., manufacturing and agriculture. Below, we highlight a
few specific applications of LNS to showcase its broad applicability.

Rastani and Catay [2021] use LNS to solve the Electric Vehicle Routing Prob-
lem with Time Windows, where a level of complexity is added to standard Ca-
pacitated Vehicle Routing Problem with Time Windows (CVRPTW) since vehicle
batteries need to be recharged during the day. Factors like temperature and speed
are taken into account to calculate a battery’s range, and in this paper specifically,
the carried load of a vehicle is taken into account. Chen et al. [2021] solve another
variant of CVRPTW, named Vehicle Routing Problem with Time Windows and
Delivery Robots. In this variant, vehicles can carry multiple robots which can take
over part of the deliveries. An LNS algorithm is used to solve this problem. In a
study by Kuhn et al. [2021], the Vehicle Routing Problem is intertwined with the
order batching problem, where multiple customers are grouped together. They
solve it using General Adaptive Large Neighborhood Search, a newly introduced
Adaptive LNS method inspired by General Variable Neighborhood Search (see
[Hansen et al., 2019]).

Recently, much research has been done on combining combinatorial algorithms
and Machine Learning (ML), classified into three paradigms by Bengio et al.
[2021] (see also the introduction of this thesis, Chapter 1). In the first paradigm,
combinatorial problems are solved with machine learning directly from the input
instance, like in Kool et al. [2019] for example. The second and third paradigms
use ML as a subroutine of a combinatorial solving method, either once (paradigm
2) or repetitively (paradigm 3). We believe that ML can be a great benefit as a
subroutine of already proven and widely used methods like Large Neighborhood
Search (LNS).

In this chapter, we propose to integrate ML into LNS to assist in deciding
which parts of the schedule should be destroyed and repaired in each iteration. In
particular, we investigate how to exploit machine learning techniques to amplify
the workings of any possible destroy algorithm. Conceptually, our new approach
can be applied to any LNS that makes some random choices (explained in more
detail below). We refer to our new approach as Learning-Enhanced Neighborhood
Selection (LENS for short).

This research was inspired by experimental findings that we obtained for a
real-world application solving large-scale routing problems on a daily basis. When
using our LENS approach to guide the destroy method of a (highly sophisticated)
LNS for this application we observed that this leads to a significant speed-up of
the optimization process. The LENS approach described in this chapter is based
on similar ideas. However, our approach is implemented for and tested on publicly
available and well-studied benchmark instances of the Capicitated Vehicle Routing
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Problem with Time Windows (see also [Accorsi et al., 2022]). The algorithms and
data sets that were used for the experiments reported in this chapter are publicly
available from the following repository:

https://github.com/w-feijen/MLALNS

6.1.1 Our Contributions

The main contributions presented in this chapter are as follows:

1.

We introduce a general Learning- Enhanced Neighborhood Selection approach,
referred to as LENS for short, that integrates ML in the destroy method of
an LNS algorithm. This approach is based on supervised learning and can
be used as an enhancement of the workings of any destroy method using
some form of randomization (as explained below).

We create an LNS algorithm for the Capacitated Vehicle Routing Problem
with Time Windows (CVRPTW). The algorithm consists of (1) a destroy
heuristic that exploits a newly defined distance measure, based both on
distance and time windows, and (2) an existing repair heuristic.

We apply our LENS approach to the LNS algorithm of CVRPTW. For this
purpose, we first define features that describe the potential improvement
of a set of routes. We then collect data on these features and build an
ML model on top of it. Our ML model can predict whether or not an
improvement can be found in a given set of routes.

. We provide general guidelines on how to collect the right data sets if su-

pervised learning-based ML is used in optimization algorithms. Based on
our experiments, it seems crucial to perform multiple iterations of data
collection, where a premature ML model is used to guide subsequent data
collection iterations. Eventually, the final ML model is trained on all the
collected data. By following these guidelines, we ensure that the relevant
information is gathered on runs in which the optimization is guided by the
ML approach.

. We generate a training set of CVRPTW instances based on the R1 and R2

instances of Homberger and Gehring [2005] consisting of 1000 customers.
Our generated training instances can be used to collect data samples for
future supervised learning studies on the R1 and R2 instances.

6.1.2 Related Work

Combining machine learning with optimization is a hot topic. There is a survey
about reinforcement learning in combinatorial optimization by Mazyavkina et al.
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[2021], about enhancing optimization algorithms with ML for Vehicle Routing
Problems by Bai et al. [2023]|, about using ML techniques in meta-heuristics
(the class in which LNS falls as well) by Karimi-Mamaghan et al. [2022] and an
overview which distinguishes three different paradigms of combinations between
ML and combinatorial optimization by Bengio et al. [2021]. The first of these
paradigms is to leverage machine learning to solve combinatorial optimization
problems directly from the input instance. As opposed to this first paradigm, in
which the combinatorial algorithm is replaced by an ML algorithm, the second
and third paradigms use ML next to combinatorial methods, either in a single
place (paradigm 2), or repetitively (paradigm 3).

Accorsi et al. [2022] give very useful guidelines for testing ML approaches in
Vehicle Routing Problems (VRP). We highlight some of their advice: first, they
stress the importance of a clear problem description and the representativeness of
the test instances. In particular, for CVRPTW they advise using the instances by
Homberger and Gehring [2005]. Moreover, they stress including the best available
algorithms to benchmark against, and they give examples of how to visualize
comparisons between algorithms.

Moreover, Accorsi et al. [2022] and also Wu et al. [2022] state that most of
the proposed approaches consider construction heuristics, in which ML is used
to construct a feasible solution. An example of using ML to construct a feasible
solution is a study by Kool et al. [2019], in which a solution to the Travelling
Salesperson Problem (TSP) is constructed iteratively. A few others focus on
using ML in tmprovement heuristics, to guide the exploration of the search space
and iteratively improve an existing solution. We focus on these improvement
heuristics, which follow the third paradigm by Bengio et al. [2021] of combining
combinatorial optimization and ML and replacing some of the intermediate steps
in the larger improvement heuristic framework. Some related works in which ML
is used to enhance search heuristics are given by Wu et al. [2022], Hottung and
Tierney [2020], Li et al. [2021], Sonnerat et al. [2021]. We elaborate on these
examples below.

Wu et al. [2022] use reinforcement learning in a neighborhood search to solve
TSP and VRP without time windows. In particular, RL decides which pair of
nodes to feed to a pairwise improvement operator. Similarly to Wu et al. [2022],
we use ML to choose what to destroy in the solution. On the contrary, we choose
a substantially larger part to destroy. Hottung and Tierney [2020] augment an
LNS algorithm with a neural network to solve capacitated VRP without time
windows. However, the neural network model is not used in the destroy step but
in the repair step. Li et al. [2021] augment a local search algorithm for VRP
without time windows with a transformer network, that identifies which set of
routes needs to be optimized. A black box solver is used in the improvement
step. Finally, Sonnerat et al. [2021] use an LNS algorithm to solve Mixed Integer
Programs and ML is used to decide which of the variables to destroy.

Another line of research worth mentioning is the Adaptive Large Neighborhood
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Search (ALNS), introduced by Ropke and Pisinger [2006] which is an extension
of LNS. In each iteration, ALNS makes a choice on which of several destroy or
repair methods to use, based on weights that are adapted during the run of the
algorithm. A meta-analysis on the impact of the additional adaptive layer is done
by Turkes et al. [2021]. Tt shows that the adaptive layer improves the objective
function value by 0.14%. Since the adaptive layer does add extra complexity,
they recommend it only in some specific situations. A very related method is the
Hyper-Heuristic (HH), which also chooses out of a set of predetermined heuristics
how to improve the solution in each iteration. Lagos and Pereira [2024] present
a HH based on a Markov model in which the weights are trained with a Multi-
Armed Bandit model.

Kerscher and Minner [2024] solve a VRP by using a decomposition technique
based on ML. They introduce spatial, temporal, and demand-based features for
the customers and cluster the customers based on these features. A separate
VRP is solved for each cluster, after which the solutions to the subproblems are
combined into a large solution. Local search techniques are used to improve the
aggregated solution. Even though this paper falls into the second paradigm of
Bengio et al. [2021], since ML is only used to determine the clustering of the
customers, the idea of clustering customers based on their spatial and temporal
properties is very much related to our algorithm. Our method differs crucially
though, since we create clusters of customers in each iteration, instead of only
once before optimization.

6.1.3 Organization of Chapter

In the next section, we give a brief overview of the LNS algorithm, which is
described in more detail in the preliminaries of this thesis. The main result of
this chapter, our novel destroy method, is presented in Section 6.3. How to apply
this method to the CVRPTW problem is described in Section 6.4, after which the
results for such an application are presented in Section 6.5. We end the chapter
with conclusions and a discussion of the results.

6.2 Preliminaries

Our algorithm is based on an iterative local search approach, known as Large
Neighborhood Search (LNS) (see, e.g., Pisinger and Ropke [2010] and Shaw [1998]).
LNS is a universal approach that can be applied to any generic combinatorial op-
timization problem. The approach is described in more detail in the preliminaries
of this thesis in Section 2.2. We give a concise overview of the algorithm here
again, and repeat the pseudocode in this Section in Algorithm 1 (repeated).

Let IT = (Z, F, ¢) be the optimization problem under consideration, and let
I € T be the considered instance. LNS starts with an arbitrary feasible initial
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Algorithm 1 LARGE NEIGHBORHOOD SEARCH (repeated)

Input: feasible solution s € F
Sbest =3
repeat

1 = SELECTNEIGHBORHOOD(s)

s'mP = REPAIR(DESTROY (s, 7))

if ACCEPT(s"™P,s) then s = s*™P

if c(s"mP) < ¢(sP*Y) then sPest = gtewp
until STOPPINGCRITERION is met
return sPest

solution s € F(I) as input. In the remainder of this chapter, for ease of notation,
we omit the problem instance when denoting the set of feasible solutions and
write F' if we mean F(I), and write ¢(s) if we mean c¢([,s). In each iteration,
a (small) part of the solution s, called neighborhood, is selected, which is then
destroyed and repaired (or rebuilt) again, by a so-called destroy method and
repair method, respectively. Crucially, the repair method only rebuilds a small
part of the (potentially very large) solution, and might therefore outperform an
approach that re-optimizes the whole solution. The accept method is used to
determine whether the improvement of the newly created solution is significant
enough, the best-known solution s*' is updated if necessary, and the algorithm
terminates when a predefined stopping criterion is met.

As a key concept in this chapter, we elaborate more on our notion of a neigh-
borhood, denoted by n in Algorithm 1. Typically, a solution s is defined by a
(possibly ordered) set of solution elements. For a given solution, we define a
neighborhood as a subset of these elements that might be selected in order to
be destroyed.! It remains problem-specific how these neighborhoods are defined
precisely. For example, for a routing problem like CVRPTW the neighborhood
could be a subset of routes or customers (see also below), and for a scheduling
problem, it could be a subset of machines or jobs.

As explained in the preliminaries, many advanced and well-working proce-
dures are used for the implementation of the repair method, e.g., integer linear
programming solvers or advanced path-building algorithms. For the neighbor-
hood selection method, however, often more hand-crafted solutions are required,
demanding time and expert knowledge. Therefore, we propose a novel neigh-
borhood selection subroutine in this chapter, leveraging the power of machine
learning, resulting in a subroutine that is application-independent.

"'We remark that our notion of a neighborhood differs slightly from the one typically used
in the context of LNS, where it refers to the set of all solutions that can be obtained from a
given solution by applying the destroy and repair methods.
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Algorithm 13 LEARNING-ENHANCED NEIGHBORHOOD SELECT'N (LENS)

1: Input: feasible solution s € F' and integer n,
2: for j=1,...,n; do

3: = 1n; = CREATENEIGHBORHOOD(s)

4: L p; = PREDICTPOTENTIAL(s, ;)

5: J* = arg max; p;

6: return 7);

6.3 LENS

6.3.1 Algorithm

Pisinger and Ropke [2010] observe that a destroy method typically uses random-
ization to ensure that different parts of the solution (i.e., neighborhoods) are
destroyed in each iteration. However, if neighborhoods are destroyed that were
already of high quality, it might be hard to find any improvement by repair-
ing the solution again subsequently. Instead, one would rather aim to destroy
neighborhoods in which much improvement can be found.

Based on this observation, we propose to use information from past iterations
to make a decision on which neighborhoods to destroy. We do this by using ML
techniques to predict the improvement gained after destroying and repairing a
certain neighborhood. Ideally, the prediction enables us to identify a low-quality
part of the solution such that the objective value improves significantly when this
part is destroyed and repaired. Algorithm 13 contains the pseudocode for our
proposed Learning-Enhanced Neighborhood Selection (LENS) method, which can
be used as a SELECTNEIGHBORHOOD routine in Line 4 of LNS (Algorithm 1).

LENS starts with creating n; candidate neighborhoods to destroy. Specifi-
cally, the CREATENEIGHBORHOOD method identifies a candidate neighborhood
n; of the solution to destroy. After that, an ML procedure PREDICTPOTENTIAL
predicts the potential p; (in terms of improvement) of each candidate neighbor-
hood 7;. The neighborhood with the highest potential is selected and returned.
Subsequently, the returned neighborhood will be destroyed and repaired in the
LNS algorithm.

Ideally, we would want to generate a diverse pool set of n candidate neighbor-
hoods to choose from. This will be guaranteed if the CREATENEIGHBORHOOD
method uses randomization to create a new neighborhood. Generally, our ap-
proach applies whenever there is a meaningful way to generate such a pool set of
neighborhoods.
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Algorithm 14 DATA COLLECTION

1: Input: feasible solution s € F' and integer n
2:1=0

3: repeat

4: 1=1+4+1

5: for j=1,...,ny do

6: 1n; = CREATENEIGHBORHOOD(s)

7 x;; = COMPUTEFEATURES(s, 7);)

8: 5" = REPAIR(DESTROY (s, ;)

9: yij = max(c(s) — (s ™), 0)

10:  store (X5, ¥ij)

11: if DCSTRATEGY is random then

122 j* = RANDOMINTEGER(1, n)

13: else > DCSTRATEGY is ML
14: t J* = argmax; PREDICTPOTENTIAL(s, 7;)
15: | if ACCEPT(s;2™, s) then s = 5.2

16: until STOPPINGCRITERION is met

6.3.2 Machine Learning Model

We describe the ML model that we use to predict the potential in our LENS
approach described above (see Algorithm 13). We propose to use a supervised
classification model. To train this supervised classification model, we will create
a history of previous iterations.

The first step for creating this history is to define features. These features
describe the neighborhood and are used by the ML model to make a prediction.
It is application-dependent what the right features are for describing a neighbor-
hood, an example of features for the application to CVRPTW is given in Section
6.4.2 and Appendix A.1.

In general, a sample in the history consists of (1) a set of features describing
the neighborhood, denoted by x, and (2) the improvement that this neighborhood
gives, denoted by y. In contrast with the notation in Section 2.3 in the preliminar-
ies of this thesis, we index the notation for the features and labels as follows: for
the 4’th iteration, and the j’th neighborhood in that iteration (j € {1,...,n1}),
the sample is denoted by (x;;, yi;)-

Our algorithm DATA COLLECTION creates a history by collecting such samples
(see Algorithm 14). We elaborate on Algorithm 14 in more detail.

The CREATENEIGHBORHOOD method creates n; neighborhoods in each it-
eration of the DATA COLLECTION algorithm. As opposed to Algorithm 13, the
repair method is executed for all of these neighborhoods. However, none of the
updated solutions given by the repair method are directly accepted. Instead, in
the ¢’th iteration of the DATA COLLECTION algorithm, both the features that de-
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scribe the j’th neighborhood and the improvement that is gained after destroying
and repairing this neighborhood are stored in the sample (x;;, y;;). After storing
the n; samples for iteration ¢, one neighborhood is selected. s is updated if the
repaired solution for this neighborhood is accepted and the data collection LNS
continues with the next iteration.

Which neighborhood is selected is based on the data collection strategy (DCSTRATEGY
in Algorithm 14). We have found, as is also elaborated on in the results in Sec-
tion 6.5.6, that it is crucial to have the right data collection strategy. We first
give some intuition on what this means, after which we summarize our advice in
the guidelines below. The data collection strategy can either be random or follow
predictions from a given ML model. During the first run of data collection, we use
a random strategy, meaning one of the computed neighborhoods will be chosen
uniformly at random. For an ML model to generalize well, it is crucial to learn
from data that comes from the same distribution as the data used for testing. An
ML model based on the data from random data collection only will probably not
work well, since it guides the LNS to solutions on which no samples were collected
during data collection. Therefore, it is important to collect data on the search
space encountered when neighborhood selection is guided by ML, as done in our
LENS algorithm. This is done by executing subsequent runs of data collection,
this time guided by an ML strategy. After each run of data collection, a new ML
model is trained on all previously collected data, which is then used to guide the
subsequent run. By doing so, the idea is that each new ML model is trained on
data that has a better resemblance to the data that will be encountered during
testing.

To summarize, we give the following guidelines:

Guidelines 6.3.1. When using supervised learning for combinatorial algo-
rithms, the data collection should be executed as follows:

1. Perform data collection with random data collection strategy.
2. Based on the collected data, create an ML model, MLk with k = 1.

3. Giwen MLE for some k > 1, perform another run of data collection
with MLk as the new data collection strategy.

4. Create a new ML model ML(k + 1), based on collected data in all pre-
vious runs of data collection.

5. Repeat steps 3 and 4 to create new ML models MLS3, ML4 and MLJ.

The result of collecting the data following these guidelines is a dataset of features
of the shape (x;;, v;;), where y;; denotes the improvement that a neighborhood
gives. However, we use classification models to make predictions in the LENS
algorithm, and therefore the samples are labeled with a binary label before they
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are used for training. This is done by defining an improvement threshold, after
which each data sample (x;;,y;;) gets label 1 if its improvement y;; is above the
threshold; otherwise, it gets label 0. When the classification model is used in
our LENS algorithm, neighborhoods are ranked based on the output of the ML
model. Therefore we need to choose an ML model that can output probabilities,
like a neural network or a random forest.

6.4 Application to CVRPTW

The inspiration for the LENS algorithm came from a proof-of-concept applied to
a real-world application. After finishing the proof-of-concept, we made the deci-
sion to further implement and test the LENS algorithm on synthetic CVRPTW
datasets. Doing so allowed us to elaborate in full detail on all the aspects of the
used LNS algorithm, which would not have been possible if we would have tested
on the real-world application, due to a non-disclosure agreement about parts of
the software. We elaborate more on the application to the CVRPTW in the
following sections.

6.4.1 CVRPTW Definition

The vehicle routing problem is defined on a complete (undirected) graph G =
(V, E) on n+2 nodes. Without loss of generality, we identify the node set V' with
{0,1,...,n+1}. There are two designated nodes, indicated by 0 and n + 1, that
are called the starting and ending depot, respectively. We assume that the starting
and ending depot are the same (i.e., they are co-located), but conceptually it is
more convenient to distinguish between them in the formulation (as will become
clear below). The remaining nodes correspond to customers requiring service and
we use V9T = {1 ... n} to refer to this set (excluding the depots). Each edge
(1,7) € E represents a possible trip between node i and j with associated travel
time d;;. Oftentimes, as is also the case for the test instances that we consider in
this chapter, customer locations are defined by coordinates on a grid and travel
times are represented by the Fuclidean distance between the respective locations.
Each customer needs to be visited by one of the m identical vehicles in the fleet.
The vehicles all start and end at the starting and ending depot, respectively.

In the Capacitated Vehicle Routing Problem with Time Windows (CVRPTW),
extra capacity and time window constraints are imposed on the solution. More
specifically, each customer ¢ has a non-negative demand ¢; which needs to be
fulfilled by the vehicle, whilst the maximum capacity of each vehicle is limited to
. For the time window constraints, each customer is associated with a service
duration T; and an interval [e;, [;], called the time window, in which the service
must start. Note that an arrival at a customer before e; is allowed, but this will
force the vehicle to wait until e; before the customer can be served. Moreover,
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the end of the time window specifies the latest starting time of the service; in
particular, a service that starts before [; but ends after [; is allowed. For the
depots, we define ¢y = ¢,.1 = 0 and 79 = 7,1 = 0. The time window of the
depots, [eq, lo] = [€nt1,lni1], defines the entire time horizon of the problem during
which all customers have to be served.

There are different objective functions studied in the context of CVRPTW.
Here, we consider the case in which we want to minimize the total travel distance
of the vehicles over the set of all feasible solutions that satisfy all customer requests
(i.e., demand and time window) by using at most m vehicles of capacity Q.

The following is a Mixed Integer Programming (MIP) formulation of the prob-
lem (see, e.g., the formulation by Munari et al. [2016]).

minimize Z Z dijxi; (6.1a)

i€V jev
subject to

> ay=1 VieveT (6.1b)

JEV\{0}
dooay=1 Vjeves (6.1c)

1€V\{n+1}
Z Toj S M (6.1d)

jev\{o}
i+ qiri; — Q1 —xy) <y, Vi,jeV (6.1e)
<y <Q VieV (6.1f)
ti+ (dij +1i)xi; — (lo—eo) (1 — i) <t; Vi,jeV,i#n+1, j#0 (6.1g)
e <t; <l; VieV (6.1h)
vy €{0,1} Vi, jeV (6.1i)
>0 VieV (6.1j)
y, ER VieV (6.1k)

There are three types of decision variables in this MIP formulation:
e 7;; indicates if customer j is visited immediately after 1.
e t; is the time that the service of customer ¢ starts.

e y; is the cumulative demand on the route that visits customer ¢ up to and
including this visit.

Constraints (6.1b) and (6.1c) make sure that each customer is visited exactly
once. Constraint (6.1d) ensures that at most m vehicles leave the depot. The
vehicle capacities are monitored by constraints (6.1e) and (6.1f). Constraint (6.1e)
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ensures that the cumulative demand is increased from y; to y; + ¢;, if customer j
is visited immediately after ¢ and Constraint (6.1f) makes sure that the maximum
capacity of a vehicle is not violated. Constraint (6.1g) and (6.1h) deal with the
time window restrictions. More specifically, Constraint (6.1g) ensures that if
customer j is served after ¢, then the service time of j is at least the service time
of 7 plus the distance from i to j plus the service duration at 7. This constraint
also eliminates sub-tours. Constraint (6.1h) ensures that the start of the service
is within the time window.

Recall that for a given problem instance I € Z, we denote the set of feasible
solutions with F' and the cost of a solution s € F with ¢(s). For CVRPTW,
we adopt the convention that a feasible solution is represented by a set s :=
{ry,ra,...,rm} of at most m routes, where each r; is an ordered set of customers
from V5T, The cost ¢(s) then simply refers to the total distance of all routes in
s.

6.4.2 Large Neighborhood Search for CVRPTW

In order to solve the CVRPTW problem with LNS we need to define the necessary
subroutines. More specifically, we need to define how to obtain an initial feasible
solution, the DESTROY, REPAIR and ACCEPT methods, and a STOPPINGCRI-
TERION. Below, we elaborate in more detail on our DESTROY method (Section
6.4.2) and REPAIR method (Section 6.4.2). To obtain an initial solution, we use
an open-source optimization engine for vehicle routing problems called VROOM
(see [Coupey et al., 2023]). That is, we simply call VROOM to compute an ini-
tial solution for each of our CVRPTW test instances. For the ACCEPT method,
we use a simple hill-climbing procedure, i.e., we only accept a new solution if its
distance is smaller than the current one. Our STOPPINGCRITERION is such that
the LNS algorithm stops after a fixed number of iterations.

DESTROY Method

To use the LENS method, (see Algorithm 13 in Section 6.3) we need to define a
CREATENEIGHBORHOOD method and define features that will be used to make
an ML prediction.

Our CREATENEIGHBORHOOD method is given in Algorithm 15. First, we
choose a so-called anchor route r, by choosing one route uniformly at random
from the set of routes s in the current solution. Then, the neighborhood will be
created around this anchor route as follows. Let s° = s\ {r,} denote the set of
remaining routes. We sort the routes in s° based on a specific distance measure
d(-,-) between routes (defined below). We relabel the routes in s° such that after
the sorting it holds that for r;,r; € 5%

i <j = d(ra,r;) < d(ra,r;).
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Algorithm 15 CREATENEIGHBORHOOD

1: Input: set of routes S and integers ns, ns

2:.7=0

3: repeat

4: Let r, = RANDOMROUTE(S) > Choose anchor route uniformly at random
5 s°=s \ Ta > All other routes
6 RELABEL(SO, Ta) > Sort s° according to distance to r,
7 p= (ph .- ‘pm—l) - RBP(SO, D) > Compute rank-based probabilities
8: n=1r,U SAMPLE(SO, ng,p) > Sample ny routes using p
9: J=J+1

10: until (j =ng) or (i(n) not in TABULIST)
11: return g

Based on this ordering, we define rank-based probabilities RBP(-, D), depending
on a fixed parameter D, that ensure that routes with a smaller distance to the
anchor route r, have a higher probability to being added to the neighborhood.
More specifically, RBP(s°, D) defines a probability p; for each route r; in the
ordered set s as follows:

i = Di
T T~ —
Zi:riES" Di

Here D > 1 is a parameter that controls how much the probabilities differ from
each other. A large D results in probabilities that are far apart and, consequently,
the random sample drawn in Line 8 of Algorithm 15 will almost surely return the
first no available routes. On the contrary, a small value for D will result in
probabilities that are closer together, and therefore cause more variety in the
outcome of the random sample.

where p; = (|s°] —4)".

We use this probability distribution p = (p1,...,pm_1) over the routes in s°
to sample ny additional routes without replacement. Those ny routes then form
the neighborhood together with the anchor route.

We elaborate in more detail on the definition of our distance measure cZ(ri, ;)
used above. Ideally, the distance measure is not based on customer locations
only but also takes differences in time windows into account. Especially tight
time windows impact how interchangeable the customers are between routes.
The distance from route r; to r; is defined as follows:

d(rs, r;) := min{dist(u,r;)},

uer;

where dist(u, ;) is a distance measure between location u and route r;. The
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distance dist(u, r;) is calculated based on the tightness of the time window of wu:

if time window of w is tight,

dusuc Ti,U
dist(u, ;) = { suelrg )

du,cent(rj) else.

In the instances that we considered, some customers have very tight time windows
(~ 2% of the length of the total planning horizon), and others have a time window
equal to the full planning horizon. If customer u has a tight time window, we
can make a well-educated guess before which customer it would be served in r;,
would it be added to r;. We denote this successor node of w in r; as suc(r;,u).
It is computed by taking the first customer in r; that has an arrival time that is
later than the midpoint of the time window of u. We set dist(u, ;) equal to the
distance from u to suc(r;, u). Otherwise, if u does not have a tight time window,
we simply take the Euclidean distance from u to the centroid of r;, denoted by
cent(r;). The centroid of a route is defined as the arithmetic mean of its customer
locations.

In the neighborhood creation method, we want to avoid creating neighbor-
hoods that we have created before. Therefore we keep track of a list of neighbor-
hoods that we created before, which we term the TABULIST. We want to check
if a neighborhood is in the TABULIST efficiently and therefore introduce a new
way of storing a neighborhood. If we assume that each vehicle in the solution
has an index between 1 and m, then instead of denoting a neighborhood as an
unordered set of ordered lists of customers (as n does), we use i(n) to denote a
neighborhood, where i(n) indicates the indices of the vehicles in the neighborhood
7. Note that referring to a neighborhood by the vehicle indices only works as long
as the routes of the indicated vehicles do not change.

In Algorithm 15, we continue creating neighborhoods until we find a neigh-
borhood for which the set of indices is not in the TABULIST. To ensure that the
neighborhood creation terminates, we accept any neighborhood, even if it is in
the TABULIST, after ng tries.

We need to make sure that the neighborhood that is selected in each itera-
tion, say 7, is added to the TABULIST. Moreover, if destroying and repairing n
caused the solution to change, we need to delete every neighborhood from the
TABULIST that has overlapping routes with 7. We can adjust the hill-climbing
accept method slightly to perform these tasks for the TABULIST. The accept
method presented in Algorithm 16 does exactly this. Each selected neighborhood
is added to the TABULIST in Line 4. Before that, in Line 3, every neighborhood
n' in the TABULIST for which i(n) Ni(n’) # 0 is deleted from the TABULIST, if 7
is an improving neighborhood.

Next to defining the CREATENEIGHBORHOOD method, we need to define fea-
tures that describe the potential of improvement of a neighborhood, as explained
in Section 6.3. We define several properties that describe both the routes in the
neighborhood and the customers on these routes. To aggregate these features,
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Algorithm 16 TABUACCEPT

Input: neighborhood 7, new solution s*™P and current solution s
if ¢(s'"™P) < ¢(s) then

. TABULIST.DELETEROUTESFROM(i(7))
TABULIST.ADD(i(n))

return c¢(s"™P) < ¢(s)

we take the average, maximum, minimum, sum and standard deviation over the
routes, for the route properties, and over the customers, for the customer proper-
ties. We elaborate on the type of features briefly, but give an extensive list in A.1.
The first feature is the number of customers in the neighborhood. Secondly, we
define properties that describe the customers in the neighborhood, like waiting
time, distance contribution and closeness to other routes in the neighborhood.
Thirdly, we define route properties like route distance, route duration and free
capacity. Lastly, we add the distance measure CZ(T’Z-, r;) between all the routes in
the neighborhood.

REPAIR Method

The repair method considers the routes that are deleted by the destroy method
and tries to create a new solution for them. Many repair and improvement meth-
ods are known, such as 2-opt, 3-opt, LKH-3 or exact solvers.

In our application, a neighborhood is defined by a set of routes. A moment of
thought reveals that the sub-problem of finding an improvement in a neighbor-
hood is therefore a CVRPTW problem in itself. In fact, the number of customers
and routes in this sub-problem is much smaller than in the original CVRPTW.
Namely, the number of vehicles in this sub-problem is equal to the number of
routes that were destroyed, and the set of customers in the sub-problem is the
set of customers that was destroyed. The task of the repair method is then to
find a, hopefully improved, solution for this sub-problem. To speed up the repair
method, we can use the current solution for the destroyed routes as a warm start.

We have seen that in practice often black-box solvers are used to repair a
routing solution after it has been destroyed. Therefore, we have also chosen
to use an external CVRPTW solver to solve the sub-problem defined by the
deleted set of routes, namely VROOM [Coupey et al., 2023]. VROOM is an
open-source vehicle routing problem solver that is tailored towards getting high-
quality solutions quickly. By choosing such a black box solver as a repair method,
we can exploit the power that this solver has on smaller instances and leverage it
to solve larger instances.
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6.5 Results

We tested our algorithm on the 20 R1 and R2 Homberger and Gehring [2005]
instances with 1000 customers. To build our ML models, we needed to collect
data on similar instances. Therefore we generated 200 training instances similar to
the test instances. Below, we elaborate on the creation of these training instances
(Section 6.5.1), the values used for the hyperparameters (Section 6.5.2), and the
subsequent data collection (Section 6.5.3). Based on the collected data, we trained
a random forest classification model which we validated on a validation dataset
(Section 6.5.5). We tested our model with the LNS algorithm. Our initial findings
revealed that we needed to change the data collection strategy in order for the ML
model to be based on the correct data (Section 6.5.6). This insight was formalized
in the guidelines presented above in Section 6.3.

6.5.1 Instance Generation

Following a recommendation by Accorsi et al. [2022], we used the R1 and R2
Homberger and Gehring [2005] instances for our experimental results. We call
these instances the test instances. There are 20 test instances, which contain 1000
customers each.

We want to train our MLL models based on different instances from the ones we
test on. Therefore, we decided to generate new training instances. Following the
distribution of the original 20 test instances by Homberger and Gehring [2005],
we created 200 new training instances. For both test sets, these instances were
created in 10 batches of 10 instances each, where each original test instance forms
the basis for 10 new training instances. We call the 10 training instances that
belong to one test instance its similar training instances. Just as in the original
set of 20 test instances, for a given test set, the customer locations in all of the
created instances are exactly the same. In other words, for a given test set, the
only property that differs between the instances are the time windows.

For the first test set R1, the generation of the instances in a batch works as
follows. Once for each batch, we compute for each customer what the middle of its
time window will become. We do this by sampling uniformly at random over the
instance horizon (to ensure feasibility of the instance, we take into consideration
the time necessary to travel back from the customer to the depot when sampling
the middle of the time windows) . The 10 instances in each batch differ by the
number of customers that get a restrictive time window, and the length that this
restrictive time window will be. All customers with a non-restrictive time window
can be served during the whole horizon. The first 4 instances in a batch have a
time window length of 10, and the fraction of customers with a restrictive time
window is 100%, 75%, 50% and 25%, respectively. The same holds for the next
4 instances in the batch, but with a time window length of 30. In the last two
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Test Instance Name R1 10 1 R1 10 2 R1 10 3 R1 10 4 R1 10 5

TW Length 10 10 10 10 30
TW Fraction 100% 75% 50% 25% 100%
Test Instance Name R1 10 6 R1 10 7 R1 10 8 R1 10 9 R1 10 10
TW Length 30 30 30  N(60,20) N(120,30)
TW Fraction 75% 50% 25% 100% 100%

Table 6.1: Time window length (or distribution) and fraction of customers with
time window for 10 R1 test instances used during instance generation.

Test Instance Name R2 10 1 R2 10 2 R2 10 3 R2 10 4 R2 10 5

TW Length N(60,20) N(60,20) N(60,20) N (60,20) 240
TW Fraction 100% 75% 50% 25% 100%
Test Instance Name R2 10 6 R2 10 7 R2 10 8 R2 10 9 R2 10 10
TW Length 240 240 240 N(185,84) N(240,30)
TW Fraction 75% 50% 25% 100% 100%

Table 6.2: Time window length (or distribution) and fraction of customers with
time window for 10 R2 test instances used during instance generation.

instances of a batch, all customers have a restrictive time window, for which the
length is sampled from a normal distribution with a mean of 60 (120, resp.) and
standard deviation of 20 (30, resp.). The generation for the second test set R2
works similarly. The details of this instance generation for both test sets are
summarized in Table 6.1 and Table 6.2.

6.5.2 Hyperparameters

Table 6.3 shows the values for the hyperparameters that we use in our algorithms.
The second and third column show the value for the randomness parameter D
in Algorithm 15, for which we used a different parameter during data collection.
The rest of the columns show the values for the parameters used in Algorithm
13, 14, and 15. For R1, n3 is equal to 1, since we did not use a TABULIST there
and therefore returned the first created neighborhood in Algorithm 15.

For building the random forest models, we used the following hyperparame-
ters. We set the number of features to consider when looking for the best split
equal to the square root of the total number of features. We set the minimum
number of samples required to be at a leaf node equal to 0.1% of the total number
of samples and the minimum number of samples required to split an internal node
equal to 0.2% of the total number of samples.
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Instance Set D D for DC ny ne nas

R1 40 10 10 10 1
R2 5 10 10 2 5

Table 6.3: Hyperparameters used for two test sets.

6.5.3 Data Collection

In order to train an ML model, we collected data on the generated instances, as
explained in Section 6.3. For each of the 200 training instances, we did 10 runs
of data collection of 500 iterations each. We used the random data collection
strategy to build an ML model, ML1, and followed our Guidelines for building
the consecutive ML models, ML2, ML3, ML4 and ML5, based on more data. The
sample that we saved for each neighborhood in an iteration, defined by (x;;, yi;)
(Section 6.3) consists of x;;, the features describing the neighborhood (Section
6.4.2), and y;;, the improvement that VROOM is able to find for this neigh-
borhood. This improvement is defined as the difference in total travel distance
between the routes in the neighborhood before VROOM optimizes them and after
optimization.

There are 10 similar training instances for each test instance. We did 10
training runs of 500 iterations, during which 10 samples were stored in each
iteration. This gave 10 -10-500- 10 = 500, 000 samples for each test instance, on
which we based the random forest model for MLL1. Each consecutive created ML
model (ML2, ML3, ML4 and ML5) was based on 500,000 more samples.

6.5.4 Benchmarking Algorithms

To test our ML models, we define two algorithms to compare with: the ora-
cle model and the random model. Both of these algorithms follow the LARGE
NEIGHBORHOOD SEARCH structure presented in Algorithm 1, and like LENS,
they create n; neighborhoods in each iteration. However, the benchmarking
algorithms differ in how they select one of these neighborhoods, i.e., in their
SELECTNEIGHBORHOOD subroutine.

The random model selects one of the created n; neighborhoods at random.
In fact, the random model mimics the situation in which only one neighborhood
is created per iteration, since the other nine neighborhoods may be regarded as
never created. We hope our ML algorithm will be able to beat this random model.

The second benchmark is the oracle model, which selects the neighborhood
that would yield the highest improvement if it was destroyed and repaired. The
oracle model can be seen as an ML model with perfect predictions; or, alterna-
tively, it represents the potential that the best, though fictitious, LENS algorithm
could give. To acquire this full knowledge the oracle needs to compute the de-
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stroy and repair step for each of the n; neighborhoods. As a consequence, it is
a very slow and expensive procedure. In fact, for most practical applications it
is even infeasible to compute it. However, it provides an insightful and strong
benchmarking algorithm for our experiments.

6.5.5 Classification and Validation

The 500,000 collected samples per instance were partitioned into a training (60%)
and validation (40%) set. After the collection, we labeled the samples with an
improvement threshold of 0, meaning that a sample belongs to the positive class
if it has a positive improvement, and to the negative class otherwise, as explained
in Section 6.3. This resulted in a heavily unbalanced dataset with, e.g., only 11%
of training samples being positive (for the first test instance). Therefore, after
applying a standard scalar to normalize the data, we balanced the sample weights
and trained a random forest model. For each of the test instances, we created a
random forest like this. We call these models ML1.

For R1, we validated our ML1 model on two different sets of samples. The
first set is the validation samples, set apart earlier, based on the similar training
instances. Next to that, we created a set of samples, based on the test instance,
which we call the test samples. We created the test samples by running the
data collection with the random data collection strategy on the test instance and
obtained 50,000 samples coming from 5,000 iterations.

The validation of an Algorithm ALG works as follows. Recall that a sample is
denoted by (x;;, yi;), where ¢ denotes the iteration and j € {1,...,n1} is the index
for the neighborhood in iteration i. In each iteration i, we let ALG decide which
of the n; neighborhoods is the best, and denote its index with j42¢. Then for each
iteration ¢ we save y; jare and compute the average over all iterations, this value
indicates the average improvement of the neighborhoods that are considered best
by ALG. Moreover, we check in how many of the iterations y; jarc was a strictly
positive improvement. This value indicates the fraction of iterations in which
ALG would be able to find an improvement.

The results for the R1 validation samples are given in Table 6.4 and the results
for the test samples are given in Table 6.5. For the results in this table, we only
considered the iterations in which there was at least one improving neighborhood.
Table 6.4 and Table 6.5 show the oracle model, the random model and the ML1
model.

For the validation samples, we see that the ML1 model is able to identify sig-
nificantly more improving neighborhoods than the random model (44% against
18%). Also, the average improvement is about three times higher for the ML
model. For the test samples, we see that the ML model is able to find an improve-
ment in 28% of the iterations, while the random model only finds an improvement
in 20% of the cases. Moreover, we see that the average improvement of the ML
model (4.7) is about 46% higher than that of the random model (3.2). Even
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though we lose some prediction power if we start predicting for samples from the
test set, we are still able to outperform random.

Neighborhood Selection Model Oracle Random ML1
Average true rank of best prediction 1 2.53 2.1
Average fraction of improving neighborhoods — 100% 18%  44%
Average improvement 21.7 3.0 8.8

Table 6.4: Validation of ML1 for R1 on validation samples for three neighborhood
selection models

Neighborhood Selection Model Oracle Random ML1
Average true rank of best prediction 1 2.67 2.52
Average fraction of improving neighborhoods — 100% 20%  28%
Average improvement 21.3 3.2 47

Table 6.5: Validation of ML1 for R1 on test samples for three neighborhood
selection models

6.5.6 Algorithm Results

After the validations, we checked how our ML1 performed in the LNS algorithm
introduced in Section 13. We tested this for the 20 test instances and started the
optimization with an initial feasible solution created by VROOM. All of the tests
ran for 500 iterations, and each test instance was run 10 times.

For two instances, Figure 6.1 shows the decrease of the total distance during
the optimization runs of LNS with the ML1 model compared to LNS with the
random model and LNS with the oracle model. Table 6.6 shows the average total
distance after 500 and 200 iterations, for the two sets of 10 test instances. The
extended results are given in B.1. Next to these average distances, the tables
show the average best-known solution for these instances, as recorded by Sintef
[2023].

We compare our ML algorithms with the oracle and the random model by
using a gap measure, which indicates how far off the results with ML are from
the best-case algorithm, which is the oracle. Let s, sr, sarg be the (average)
solution found by the oracle model, random model, and another algorithm ALG.
Formally, the gap for the ALG solution is then defined as follows:

c(sarc) — c(s0)
c(sr) — c(so)

GAP(SAL(;) =
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Figure 6.1: Total distance for 2 test instances for the oracle model, the random
model, MLL1 model, MLL3 model and ML5 model

A gap of 100% means the model is as bad as the random model, a gap of 0%
means the model is as good as the oracle model.

Figure 6.1 and Table 6.6 show that the quality of the solution increases during
optimization since the total distance of the solution decreases. The oracle (which
takes the most time and effort per iteration) has the lowest total distance after
500 iterations, as expected. For the R2 instances, we see that the ML1 model
has a GAP of 97.69% and is therefore an improvement as compared to random.
Unfortunately, we see for most of the R1 instances that the ML1 model is not
able to improve over the random model. This means that for those instances,
following the recommendation by the ML1 model is worse than following random
choices. The average gap of 108.51% for R1 also shows that ML1 is not able to
beat random for the R1 instances.

At first sight, this seems a contradiction to the validation that was shown
in the previous section. However, a more in-depth analysis of our experiments
reveals that, because we follow the choices based on ML, we enter a part of the
solution space that was not encountered during the data collection. Since the ML
model was not trained on this part of the solution space, it does not perform well
here.

Therefore we believe that it is crucial to do multiple runs of data collec-
tion, as stated in our Guidelines (Section 6.3). In the second (third/fourth/fifth)
run of data collection, instead of using the random data collection strategy, we
used the ML1 (ML2/ML3/ML4) model during data collection. That is, the
ML1 (ML2/ML3/ML4) model decides which of the neighborhoods suggested
by VROOM should be implemented. This resulted in an expanded dataset of
samples. On this expanded dataset, consisting of all data collected in previ-
ous training rounds, we trained a new random forest model, denoted as ML2

(ML3/ML4,/ML5).
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Oracle  Random ML1 ML5
Set  Iteration BKS Avg Avg Avg Gap Avg Gap
R1 200 46901.3  48363.9 48880.2  48860.2 96.13%  48820.2  88.38%
R1 500 46901.3  48217.0 48641.0 48677.1 108.51%  48628.6  97.08%
R2 200 28842.2  30835.5 31043.4  31009.0 83.45%  31011.7 84.75%
R2 500 28842.2  30804.1 30912.3  30909.8 97.69%  30909.7 97.60%

Table 6.6: Total distance after 200 and 500 iterations of the oracle model, random
model, ML1 model and ML5 model. Also the total distance of the best-known
solution (BKS). Recall that the gaps of the oracle and random models are defined
as 0% and 100%, respectively.

Table 6.6 shows the results for ML5. Again, for the extended results, including
ML3, we refer to Table B.2 and Table B.1 in Section B.1 in the Appendix of this
thesis. For R1, the gap improved to 97.08% for ML5. This significant improve-
ment compared to ML1 for the R1 instances shows the importance of performing
multiple rounds of data collection. For R2, the gap for ML5 was similar to the gap
for ML1. After 200 iterations, we see a larger improvement for both R1 and R2
compared to the random algorithm, with an average gap of 88.38% and 84.75%.
This shows that mainly in the first half of the optimization run, we have learned
to do better than random.

6.6 Conclusion and Discussion

This research was inspired by experimental results that we obtained for a real-
world application, where we used our LENS approach to enhance the neighbor-
hood selection of an LNS algorithm.

The results described in this chapter were obtained through a similar ap-
proach using publicly available synthetic CVRPTW datasets. On the two sets
of CVRPTW instances, our LENS technique gives a solution with a cost that
is 11.62% and 15.25% smaller after 200 iterations, respectively, and 2.92% and
2.40% smaller after 500 iterations, respectively, compared to a solution obtained
with random neighborhood selection. The results that we obtained on the real-
world application were even more significant.

We believe that this is mainly caused by the underlying baseline algorithm to
which the new destroy method is added. In the real-world application, the base-
line algorithm is a sophisticated and very well-working algorithm, and there are
many neighborhoods in an iteration that yield an improvement. In our baseline
algorithm, however, this number is much lower. It seems that the destroy method
with learning benefits from a large number of improving neighborhoods since it is
easier to identify large improvements if there are many promising neighborhoods
available in the candidate set. In our baseline algorithm, however, the number
of promising neighborhoods per iteration is much smaller and therefore it is also
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harder to select a good one. Nevertheless, we still obtain the earlier mentioned
improvements.

Given that LNS is a universal approach that is broadly applicable and easy
to implement, we believe that our LENS approach is a promising way to improve
the quality of the computed solutions through the help of ML techniques. The
actual magnitude of improvement might be application-specific though and, in
particular, depends on the quality of the created neighborhoods.






Chapter 7

Machine Learning in Large
Neighborhood Search for VRPTW:

Neighborhood Creation

7.1 Introduction

In the previous chapter, we used supervised learning to select neighborhoods in
the destroy operator of a large neighborhood search algorithm. The neighbor-
hoods were selected from a given set of already constructed neighborhoods. In
this chapter, we consider the same large neighborhood search algorithm again,
but we propose a different method of applying learning techniques to the destroy
step. By doing so, we address two possible challenges that the neighborhood
selection in the previous chapter might face.

The first challenge in the previous chapter is the inability to self-adapt. In a
supervised learning setting, the distribution of the training data must be the same
as the distribution of the test data, otherwise the ML model does not generalize
well. The ML models need to be retrained if the problem structure changes, for
example when there is a shift in the service area of the delivery vehicles. If the ML
model is trained on instances with urban deliveries, it will probably not perform
well in rural instances.

The second challenge that the neighborhood selection method in the previous
chapter faces is the limited freedom that the ML model is given. The ML model
can only select a neighborhood based on a given set of created neighborhoods,
limiting its power to the given options. In this chapter, we increase the freedom
of the ML model by not only selecting neighborhoods but also creating them.

To summarize, to address the challenges that the method in the previous
chapter might face, the goal in this chapter is to create a self-adapting neighbor-
hood creation method that has the power to construct powerful neighborhoods.

151
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We achieve a self-adapting method by training the ML models with reinforce-
ment learning (RL), continuously during optimization. This results in robust ML
models that have the ability to adapt to a changing problem environment. Lift-
ing the selection of neighborhoods to the creation of neighborhoods is achieved
by constructing neighborhoods iteratively, route by route. To construct these
neighborhoods we adopt a graph-attention-based method for constructing com-
binatorial solutions.

The graph attention model that we adopt is introduced in Kool et al. [2019]. Tt
is a versatile method for constructing combinatorial solutions for several routing
problems. In order to use the method for an application, we need to define the
context, a mask and a stopping criterion. The contezt is used to store information
about the currently constructed solution necessary for making the next decision.
The mask identifies which solution elements cannot be chosen. The stopping
criterion defines when constructing the solution is finished.

The first application we consider is a pickup and delivery problem with time
windows (PDPTW) and additional compatibility constraints, coming from a real-
world instance (more details in Section 7.4.1). Instances of this problem are solved
daily for many logistics clients by an existing tool of DELMIA Quintiq, called
the Dassault Systemes DELMIA Quintiq Logistics Planner (DSLP)|Dassault Sys-
temes, 2023]. DSLP uses an LNS algorithm to solve these problems. It uses a
proprietary solver as a repair step, which is expensive both in time and com-
puting power. Using DSLP as a starting point enables us to make use of the
existing routines necessary for LNS, while we replace the destroy operator with
our proposed RIL-based destroy operator. Unfortunately, due to a non-disclosure
agreement, we are not able to share the code for the DSLP application. DSLP
is the application that also served as the proof-of-concept for the neighborhood
selection techniques that were studied in the previous chapter.

To showcase the versatility and applicability of our method, and to enhance
reproducibility, we have therefore also applied our method to a second application:
an LNS implementation for the classical Capacitated Vehicle Routing Problem
with Time Windows (CVRPTW), like in the previous chapter. The algorithms
and data sets that were used for the experiments on the CVRPTW application
are publicly available from the following repository:

https://github.com/w-feijen/MLANC .

7.1.1 Our Contributions

1. We define context, mask, and a stopping criterion to adapt the graph atten-
tion encoder-decoder model by Kool et al. [2019] to a smart neighborhood
creation (SNC) model. Given a set of routes to choose from and a given
starting route, this neighborhood creation model produces a probability dis-
tribution over possible neighborhoods that can be used in LNS to sample
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a neighborhood. This neighborhood creation model is a robust method of
creating high-quality neighborhoods that can subsequently be destroyed in
LNS.

2. We enhance two LNS implementations with our novel Smart Neighborhood
Creation: the DSLP algorithm that solves real-world instances and an LNS
implementation for a set of classical CVRPTW instances. In both appli-
cations, the high-quality neighborhoods produced by SNC help the LNS
algorithms to find more and better improvements. The neighborhood cre-
ation model is aided by a novel method to create a pre-selection of routes,
before giving the options to the RL model.

3. We propose a framework on how to simultaneously optimize the Vehicle
Routing Problem (VRP) and train the SNC with RL. Since the SNC model
influences the optimization of the VRP, standard learning methods for RL
do not suffice. We investigate two subroutines to enhance our framework:
experience replay to recycle samples from previous iterations and continuous
learning to deal with learning over multiple optimization runs.

4. We define three test phases in which we show our empirical results. In
the first phase, the neighborhood creation problem instance, i.e., the routes
to choose from and the starting route, remains equal. The second test
phase allows more variability in neighborhood creation problem instances
by allowing different starting routes and the third test phase is the actual
optimization problem. In the first two phases for the DSLP application,
our RL model finds higher improvements (3-4 times) and more frequent im-
provements (8-25% more) than the state-of-the-art optimizer used in daily
practice. In the third test phase, we show that our model requires around
9% fewer iterations to reach the same objective value as the random bench-
mark. We verify these results on the CVRPTW application, where we also
obtain results that clearly show that the SNC learns how to create high-
quality neighborhoods.

7.1.2 Related Work

There are several papers in which RL or ML is used in an LNS algorithm. In Li
et al. [2021], also briefly mentioned in the related work of the previous chapter,
RL is used in the destroy step of an LNS algorithm to solve the VRP. They create
a neighborhood for each route based on a k-nearest neighbors procedure. This
means the creation of neighborhoods is a deterministic routine only based on the
geographic locations of shipments in a route. RL is used after that to select one of
these created neighborhoods. We expect more of our RL algorithm in two ways:
instead of only choosing one neighborhood out of a set of created options, we
want RL to iteratively construct a neighborhood. Next to that, since we need to
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deal with time windows and other practical constraints, we cannot simply create
neighborhoods solely based on geographical locations.

Three other examples of LNS algorithms that use RL are given in Kerscher
and Minner [2024], 7. In Kerscher and Minner [2024], customers are clustered
using ML to decompose a VRP, after which the decomposed sub-VRPs are solved
independently. In Wu et al. [2022], also mentioned in the related work of the
previous chapter, RL decides which pair of nodes to improve with a pairwise
improvement operator for the Traveling Salesperson Problem (TSP) and VRP.
In the latter, RL is not used in the destroy step, but instead, it is used to decide
how a destroyed solution can be quickly repaired to solve the capacitated VRP.

Adaptive Large Neighborhood Search is another method on which much re-
search has been conducted. It is an extension of LNS that adaptively decides
which subroutine to use based on weights [Ropke and Pisinger, 2006]. For exten-
sive lists of other combinations of ML, and combinatorial algorithms for the VRP,
we refer to the surveys of Bai et al. [2023] and the section on hybrid method in
Bogyrbayeva et al. [2022]. Lastly, we refer to Santini et al. [2023], which stud-
ies multiple decomposition techniques for VRPs and concludes that route-based
decompositions work best.

7.1.3 Organization of Chapter

In the next section, we elaborate more on the original graph attention model
that forms the basis of the RL models in SNC. In Section 7.3, we give the SNC
algorithm, elaborate more on the underlying adapted graph attention model, and
explain how to train it with reinforcement learning. Section 7.4 gives the results
for the DSLP application and Section 7.5 gives the results for the CVRPTW
application.

7.2 Preliminaries

We elaborate more on the graph attention model in Kool et al. [2019], since
it is used as a basis for the RL model proposed in this chapter. In Kool et al.
[2019], a graph attention model is used to construct solutions for routing problems;
including TSP. The model is trained with REINFORCE and a greedy baseline
[Williams, 1992]. For TSP, the problem instance I™5F is defined as a graph with
n nodes, where node i € [n] is represented by features x;. A solution sT5F is
defined as a permutation of the nodes: (m,...,7,). An attention-based encoder-
decoder model defines a stochastic policy p(sTF|IT5F) for selecting solution sT5P

given instance I™5P. This policy is parameterized by 6 and is a factorization of
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intermediate probabilities:
p@(STSP|ITSP HPQ ‘ITSP 17"'77Tt—1)‘

The encoder follows the transformer architecture by Vaswani et al. [2017] and
produces embeddings h; € R% for all nodes in the graph. It takes the features
of all nodes, x1,...,x,, as input. For TSP these features are the coordinates
of the nodes in the grid. The embedding dimension is set to d, = 128. The
decoder takes these node embeddings as input, together with a problem-specific
mask and context, and produces sTF incrementally. The mask ensures that
nodes are chosen only once. The context node contains information about the
currently constructed solution necessary for making the next decision. At time
step ¢t € [n] the decoder outputs 7, based on m,...m_1, the embeddings from
the encoder hy, ..., h,, the mask and the context node h.. For the TSP problem,
the context h. at time step ¢ consists of the embedding of the first and last node
in the current sub-tour, h,, and h,, , and the graph embedding h. The graph
embedding is computed by taking the average over all node embeddings. So the
context node is as follows:

R
h. = [h,h,, ,,h,], whereh= - Zl h;.

7.3 Method

7.3.1 LNS with Smart Neighborhood Creation

As described in Section 2.2 in the preliminaries of this thesis, and also Section
6.2 of the previous chapter, the main components of the LNS algorithm are the
destroy and repair methods. The destroy method first creates a so-called neigh-
borhood, defining which part of the solution may be improved in this iteration,
after which this neighborhood is actually destroyed. In this chapter, we propose a
new Smart Neighborhood Creation (SNC) method based on Reinforcement Learn-
ing. Our algorithm iteratively improves itself during optimization of the routing
solution.

The pseudocode for our LNS algorithm with SNC is given in Algorithm 17.
The neighborhood creation method we propose is novel, but it functions within an
existing implementation of LNS. The existing routines are marked with an asterisk
(*). Like the standard LNS algorithm given in Algorithm 1, LNS-SNC starts with
the creation of a feasible solution, s. For the application in this chapter, a feasible
solution is defined by an ordered set of shipments, each of which we call a route.
Afterwards, s is iteratively improved by destroying and repairing a part of the
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solution. This part of the solution is what we call a neighborhood, denoted by 7,
and is defined by a set of routes in s.

Since it is expensive to repair a neighborhood, it is important to consider
neighborhoods that have the potential to yield large improvements. Therefore, we
propose to use RL to create smart neighborhoods. The creation of a neighborhood
is given in Lines 3-6 in Algorithm 17, with the crucial step in Line 6. Our RL
model, on which we elaborate more later, outputs a probability over possible
neighborhoods: pg(n|IN¢). This probability distribution is used to sample a
neighborhood, given a neighborhood creation problem instance 1. The problem
instance IV¢ is defined by an anchor route, r;, and a set of routes from which the
RL model can choose, R. The creation starts with selecting this anchor route,
around which the neighborhood is built. Before letting RL decide which routes to
add to r; to create a neighborhood, we make a quick pre-selection of routes which
we call the set of recommendations, R. We perform this pre-selection in order to
decrease the number of routes to choose from, which will speed up the training.
Intuitively, the pre-selection discards routes that do not have proximity to the
anchor roue, either in time or in location. We elaborate more on the computation
of R in Section 7.3.2.

After creating the neighborhood with our proposed RL method, we continue
with the routines that belong to the existing LNS implementation. This means we
destroy and repair the created neighborhood, hopefully improving the solution s.
After the repair step, the quantity é(n) = c(s) — ¢(s'™) can be computed, which
indicates how much improvement the destroy and repair of n yielded. It can be
considered as the quality of the neighborhood. Therefore we train the RL model
with this information, which we explain more in Section 7.3.3. Finally, we update
the solution if it improved, and we continue the algorithm until a time limit is
reached. Other examples of stop criteria are an iteration limit or an objective
value limit.

7.3.2 Recommendations

Since we want to learn fast what routes to add to the neighborhood, we make a
pre-selection of routes from which the RL model can choose. We do this by dis-
carding routes that are very different from the anchor route, either in geographical
location or in time window. Intuitively, more improvements can be found if the
routes in the neighborhood have high proximity, either in location or time. The
pseudocode for creating the set of recommendations is given in Algorithm 18.
We elaborate on Algorithm 18 in more detail. First, we sort the routes geo-
graphically by partitioning them into shells around the anchor route. The anchor
route is in the 0’th shell, the closest routes are in shell 1, et cetera. The width
of a shell w is based on the anchor route and is calculated by dividing the dis-
tance of the anchor route, d(r1), by the number of shipments in the anchor route
r1. The distance between the anchor route and another route is approximated
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Algorithm 17 LNS-SNC

1: s = FEASIBLESOLUTION* > Start with a feasible solution
2: repeat
3: = r; = SELECTANCHOR™*(x)
4 R = RECOMMENDATIONS(S: 7”1) > Make pre-selection of routes
5: ¢ = (R7 Tl) > Define problem instance for neighborhood creation
6 sample 7 ~ p9('|[NC) > Use RL to sample a n’hood from the recommendations
7 stomp = REPAIR*(DESTROY*(s,7)) > Improve by destroying and repairing 7
8: 6(”) = C(S) - C(Stemp) > Compute the improvement of the neighborhood
9: 0 = TRAIN(”? 5(77)’ 0) > Update the RL model with new improvement
10: if C(Stemp) < C(S) then s = st > Update the solution if it improved

11: until STOPPINGCRITERION is met
12: return s

by sampling ko shipments from both routes, after which we take the minimum
distance of all (ky)? pairs of shipments.

Second, we want to penalize routes that serve customers with very different
time windows than customers served in the anchor route. Therefore, we increase
the shell number of routes without any time window overlap with the anchor route
with probability §. The size of the penalty, MAXSHELLNUMBER(S, 1), ensures
that any route without time window overlap is chosen after all routes with time
window overlap.

After partitioning all routes into shells based on their location and time win-
dow, we create the set of recommendations R. Iterating from the first to the last
shell, we add all routes from the shell to the R until |R| exceeds a predetermined
threshold k;.

7.3.3 Graph Attention Model

The model that we use to sample neighborhoods in Algorithm 17 is a graph
attention model based on Kool et al. [2019]. We use RL to train this model.
As explained in Section 7.3.1, the SNC problem instance IV is defined by the
anchor route r; and the recommendations R. In order to use the model by Kool
et al. [2019], we need to define problem-specific input, mask, decoder context and
a stopping criterion, as explained in Section 7.1.

e The input to our model are the feature vectors x1,...x%;,... that each de-
scribe one of the routes that can be added to the neighborhood. These
features can be application-specific, but in general, they need to describe
routes and their potential for improvement. The distance of a route, the
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Algorithm 18 RECOMMENDATIONS(S, 1)

1: input: minimum number of recommendations ki, number of shipments per
sample ks, time window penalty probability ¢

2 §= SAMPLEUNIFORM(“? k2) > Sample shipments from anchor route
3w = % > Shell width w is average distance for anchor route customers
4: for r; € s do

ot So= SAMPLEUNIFORM(TM k;2) > Sample shipments from other route
6: shellNumber; = [MINDISTANCE(S, S,)/w]

7 if NOOVERLAP(r;,71) and RAND() < ¢ then

8 shellNumber; = shellNumber; + MAXSHELLNUMBER(s, 1)

9: R=10

10: for 7 =0,...,2- MAXSHELLNUMBER(S, 1) do

1. R=TR U {n € s|shellNumber; = j}

12: if |R| > k; then

13: | | break

14: return R

distance between shipments in a route, and capacity utilization are typi-
cal features that can be used. Examples of features for the application to
CVRPTW are given in Section 7.5.1 and Appendix A.2.

e The mask is used to ensure that chosen routes will not be chosen again.
For our problem, the mask is the same as for TSP, since we exactly need to
cancel out those routes that are already chosen in our neighborhood.

e The contert node contains information about the currently constructed
neighborhood which is necessary for making the next decision. The context
for our problem, h., consists of two elements: the graph embedding, h, and
the current neighborhood embedding, h. The graph embedding h is the same
as for TSP as explained in Section 7.2. The current neighborhood embed-
ding h contains cumulative information of all the routes chosen so far, and
is computed by taking the sum over the embeddings of the routes that are
chosen during decoding in previous time steps. Formally,

n t—1
h,. = [fl,ﬂ] . where h= %z_:h, and h = Z;hri.

e Asopposed to TSP, we want to stop adding routes before a full permutation
is constructed. Therefore we also need to define the stopping criterion, i.e.,
when the model is finished with adding routes to the neighborhood . This
can for example be based on a minimum number of shipments or routes in
the neighborhood.
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7.3.4 Reinforcement Learning

As explained in the previous section, we use RL to train the proposed graph
attention model. To train the model, we update the model with the quality of
the neighborhood, ¢(n) The train call is given in Algorithm 19 and takes both n
and ¢(n) as input. We elaborate on the algorithm in more detail.

Even though a train call happens in each iteration, we only update the RL
model once every ks iterations. Otherwise, we just save the neighborhood and
corresponding improvement for a later update in the memory of new neighbor-
hoods M™¥. We do not directly use the improvement to train our RL model,
because we might value two neighborhoods with the same improvement differ-
ently. For example, we want to differentiate between a neighborhood with a
small improvement in the beginning of the optimization run, and a neighborhood
with an equally small improvement in the end. The first is bad, since we expect to
find many good improvements in the beginning, while the latter is good, since it
is harder to find any improvements, even of small size, during the end. Therefore
we value a neighborhood by comparing it to a baseline B. The baseline B is de-
fined by an exponential moving average over the improvement of recent iterations,
parameterized by a. The RL model is trained with the negative improvement,
relative to this baseline, denoted by CosT(n, B). This cost is calculated once for
each new neighborhood, and is defined as follows:*

—ftl it a(n) > B

Cost(n, B) = {0 B+1 e

We have found better results when we focus only on neighborhoods that had a
larger improvement than the baseline. We define the loss of the RL model as the
expectation of the costs:

L(O|INY) = E,,(1ney [COST(n)] .

We optimize £ by using gradient descent and the REINFORCE gradient estimator
[Williams, 1992].

There are two optional procedures during the train call. The first option is
continuous learning (ContLearn), which we explain in Section 7.3.5. If continuous
learning is enabled, we store neighborhoods for later learning. The second option
is to use experience replay (ExpReplay), which enables to learn from all the
previous samples, which get stored in M, as opposed to only learning from the
recent samples in M™Y. The memory M has a maximum size, such that older
neighborhoods are removed to make place for newer ones if necessary.

We added +1 both in nominator and denominator of the fraction to ensure the cost will
not blow up when the baseline happens to be close to zero.
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Algorithm 19 TRAIN(n, é(n),0)

1: input: baseline parameter «, recent sample memory M"Y, experience replay
memory M, train interval k3 and experience replay sample size kj.

2: Update M"Y with (n,¢(n))

3: if Experience Replay then Update M with (1, ¢(n))

4: if |M™V| > k3 then

: B=ao- (W ZneMnew 5(77)> + (1 - 04) B > Update baseline
6: Compute CosT(n, B) for n € M" > Compute and store cost of n’hood
7 if ContLearn then STORESAMPLES(MHGW) > Store for later training
8:  if ExpReplay then M := SAMPLEUNIFORM({n € M|c(n) > B}, ky)
9 else Mtrain = )frew

10: VL= ZneMtrain COST(U, B)VG log py (77) > Use stored cost to compute VL
11: 0 = Adam(6,VL)

12 MV =40

13: return 0

7.3.5 Continuous Learning

If we start learning from scratch every time we start a new optimization run, it
is very hard to perform well, since all learned knowledge must be gained during
the current run. Instead, we propose to expose the model to the same instance
multiple times after each other, say n times. In each next run, we start with the
RL model that was trained in the previous runs.

We propose two methods for implementing this continuous learning, which are
schematically shown in Figure 7.1. The first method is naive continuous learning.
In naive continuous learning, we start the algorithm the (i + 1)’th time with the
model as it was at the end of run 7. However, if we start the next run with the
model that has just been adapted to the end of the previous optimization run,
we risk the model being tailored to the end of the run end too much. Therefore,
we introduce the complete run update (continuous learning). In the complete run
update, when we start run ¢ + 1, we take the model as it was at the beginning of
run ¢ and before starting run i+ 1, we train the model with all the (shuffled) data
collected during run ¢. In this way, the model is less prone to being tailored to
the previous run’s end. Instead, the model should be able to capture the course
of the whole previous optimization run.

7.4 Application to DSLP

The first existing LNS algorithm that we applied our SNC to, DSLP, is an ap-
plication built with the DELMIA Quintiq system. It is used daily to solve many
last-mile routing problems for large logistics clients [Dassault Systemes, 2023]. We
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Figure 7.1: Two types of continuous learning. Left: naive continuous learning
where the previous model is taken as the starting input for the next optimization
run. Right: Complete model update continuous learning where we start with the
model from the start of the previous run, updated with all the samples from the
previous run.

describe the routing problems that DSLP solves below, after which we explain
how we implemented SNC. We conclude this section with the results of using SNC
in DSLP. Unfortunately, for this application, we are unable to share the detailed
workings of the subroutines denoted with an asterisk (*) in Algorithm 17.

7.4.1 Problem Description

The problem we consider is based on a real-world last mile routing problem, and
can be regarded a PDPTW, with a heterogeneous fleet and extra compatibility
constraints [Dumas et al., 1991]. The input of the problem consists of a set of
shipments that need to be picked up and delivered, and a set of vehicles that are
used to perform these transportations. A solution to the problem, denoted by s, is
a partition of these shipments into routes. A route is defined as an ordered set of
pickups and deliveries, in which the delivery of a shipment must occur sometime
after the pick up in that route. A shipment is defined by its pickup and delivery
location, pickup and delivery time window and its capacity usage. A wvehicle
is defined by its capacity, its maximum operating duration and the following
costs: one-time usage costs, mileage costs and an hourly cost for driving, waiting,
working (i.e., all jobs which are not driving or waiting) and working overtime.
Furthermore, compatibility matrices are given between shipments, indicating if
shipments can go on any vehicle together, and between shipments and vehicles,
indicating if shipments can go on a particular vehicle. The goal of the problem
is to minimize the so-called virtual costs of a solution s, denoted by ¢(s). The
virtual costs of a solution consist of two components: the actual costs and the
penalty costs. The actual costs are built up of the vehicles’ hourly, mileage and
usage costs. Penalty costs are incurred if any of the problem’s soft constraints
are violated. The only hard constraint in the problem is the feasibility of routes,
meaning that the delivery of a shipment must occur sometime after the pick up
in a route. All the other constraints in the problem, as stated below, are soft and
dealt with using varying penalty parameters.

e All the shipments must be planned.

e The total load of shipments on a vehicle cannot exceed the vehicle capacity.
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e A shipment must be picked up and delivered within its time window.
e The time of a route cannot exceed the maximum operating duration.
e The compatibilities between shipments (and vehicles) must be adhered to.

The instance used for the DSLP application is called ‘Retail u20210412’, but
cannot be shared in detail because of the earlier mentioned non-disclosure agree-
ment.

7.4.2 SNC for DSLP

Algorithm 17 shows how we can solve the DSLP problem with smart neighborhood
creation. An existing, undisclosed, DSLP routine creates a feasible solution and
selects an anchor. As input of the RL model, we use an extensive list of features
that describe routes and their potential for improvement. The features for a
route are for example based on the actual costs and penalty costs for that route,
distances between its shipments, and its capacity utilization. There are also
shipment features, which are aggregated into route features, like location and
time window. The repair step consists of a proprietary solver that is used daily in
many DSLP applications and was formerly used to set several VRP world records
[Sintef, 2023]. We stop adding routes to the neighborhood if both the number of
shipments and the number of chosen routes exceed a certain threshold, which is
obtained from the existing DSLP implementation.

7.4.3 Benchmarks

We benchmark our algorithm against two algorithms: a random algorithm and
the existing DSLP neighborhood creation [Dassault Systemes, 2023|, (the version
used is 2022 Refreshl). The DSLP algorithm is the state-of-the-art and used in
practice, in which handcrafted heuristics create smart neighborhoods that yield
much improvement. Years of time and effort have gone into improving these
heuristics, and we expect it is going to be hard to beat this tailor-made model.
Next to the DSLP, we compare to an algorithm with random neighborhood cre-
ation. Like our algorithm, the random algorithm uses the recommendations to
make a pre-selection of routes. However, instead of using RL to choose what
routes to add to the neighborhood, the random algorithm just chooses one of the
recommendations uniformly at random. In order to make a fair comparison with
the DSLP and random algorithm, it is crucial that our SNC algorithm creates
neighborhoods of similar sizes. This ensures that an improvement brought by the
SNC algorithm can not be caused by an increased size of created neighborhoods.
Therefore, all algorithms use the same stopping criterion in Algorithm 17.
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Figure 7.2: Top left: Virtual cost for random algorithm and random algorithm
with recommendations, lower is better. Top right: Zoomed in of left figure.
Bottom: Improvement found per iteration in the created neighborhood.

7.4.4 Recommendations Test

As explained in Section 7.3.1, we make a pre-selection of routes to make it easier
for the RL model to create good neighborhoods. We tested the pre-selection on
the random algorithm. In Figure 7.2 we show the virtual cost and the size of
the improvement for both the random model without recommendations and the
random model with recommendations. Even though the selection of routes is
random in both algorithms, the algorithm with recommendations finishes with
7.5% less virtual costs. We see in the bottom picture that this is mainly because
the size of the improvements that are found is larger in the beginning. How-
ever, it seems that from approximately 2500 iterations onwards, the algorithm
with recommendations finds smaller improvements. This is probably because
the better neighborhoods before that iteration have improved the solution more,
which makes it harder to find new improvements after this point. Altogether we
can conclude that limiting what routes we can add to our neighborhood by only
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considering the recommendations does not harm us. Furthermore, learning will
become easier because we reduce the number of routes that we can choose from.

7.4.5 Test Phases

After testing the recommendations, we defined three test phases to test if our
algorithm learns. The difference per test phase is caused by fixing some parts
of the neighborhood creation problem instance IN¢, defined as INC = (R, r)).
In the first test phase, we test if the RL model is able to learn how to create a
neighborhood if it is given the same input in each iteration. This means we fix
both the anchor route, r;, and the options to choose from, R, and let the RL
model create a neighborhood for the same problem instance IN¢ in each iteration.
Since we want to solve the same neighborhood creation problem in each iteration,
we only save how much improvement the created neighborhood would give, but we
never implement the improvement in this neighborhood in our current solution.

In the second test phase, we maintain the fixed route options R, but we allow
variation in the anchor route ;. As in the first phase, we do not implement the
found improvement. In the last test phase we solve the real-world optimization
problem, which means we consider different iterations with different sets of R
and also implement the found improvement.

In phase 1 and phase 2, we test if our model learns by considering the average
improvement and the fraction of iterations in which an improving neighborhood
is found. In phase 3, we can no longer expect that the size of the improvement
will remain equal over the optimization run. Therefore, it is not informative
to consider the average improvement for this phase. Instead, we consider the
decrease in virtual costs and compare this to the DSLP and random algorithm.
All given results for DSLP are averages for 50 runs. The shaded areas in the plots
show the confidence intervals.

7.4.6 Phase 1

In Figure 7.3 we show the average improvement that a neighborhood gives and
the fraction of iterations in which a neighborhood is created that gives an im-
provement in phase 1. The figure shows that our model is able to beat the random
model and the DSLP model, starting from the early iterations. After about an
hour, our model is able to find an improvement in almost all iterations, and the
average improvement found is 4 times larger than for the DSLP.

The DSLP and the random algorithm do not learn during optimization, and
in phase 1, all models solve the exact same problem in each iteration. Therefore
we do not expect to observe a change in the found improvement and it suffices to
consider them for a shorter running time of 1 hour.
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Figure 7.3: Size of the improvement and fraction of iterations in which an im-
provement is found for phase 1, for the DSLP, random, and SNC algorithm. In
phase 1, both the iteration and the anchor route remain fixed.

7.4.7 Phase 2

Like in phase 1, we show in Figure 7.4 that in phase 2 we are able to beat the
random and DSLP algorithm fairly quickly: both the average improvement and
the fraction of improving neighborhoods quickly increase. If we compare the
results to phase 1 we can clearly see the impact of varying the anchor route.
Varying the anchor route causes the problem of creating a good neighborhood to
change slightly per iteration. This makes it harder to find a neighborhood with
an improvement, which can be seen in the fraction of improving neighborhoods,
which is around 32% to the end of the algorithm, while it was at 100% in phase 1.
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Figure 7.4: Size of the improvement and fraction of iterations in which an im-
provement is found for phase 2, for the DSLP, random and SNC algorithm. In
phase 2, the iteration remains fixed, but the anchor route varies.

7.4.8 Phase 3

[WF16]

In Figure 7.5 we show the virtual costs for several algorithms. Next to the
DSLP and random algorithm, there is the SNC algorithm and the SNC algorithm
with two versions of continuous learning, both with and without experience learn-
ing (see Section 7.3.1). Note that iterations are on the x-axis, instead of time. We
think it suffices for now to consider virtual costs per iteration, since the expensive
repair operator will be accountable for most of the running time after optimizing
our code for efficiency.

The standard SNC model is not able to beat the random model. This is not
very surprising, since the model needs to learn everything in a single optimization
run. Therefore it is crucial in phase 3 to use the continuous learning methods. The
naive continuous learning method, without experience replay, does not perform
well. Like the model without continuous learning, it is not able to beat random,
and it performs even worse. This is probably because the model is only updated
with recent iterations, which causes the model to be tailored to these recent
iterations. Usually this is good, but when we take the model at the end of an
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Figure 7.5: The virtual cost for phase 3, for the DSLP, random and multiple
versions of the SNC algorithm, including different continuous learning and expe-
rience replay settings. The bottom picture is equal to the top picture but zoomed
in on the end (legend remains the same). In phase 3 neither the iteration nor the
anchor route is fixed, i.e., phase 3 reflects the real-world problem.?

optimization run, and reuse it at the start of the second run, it will not make the
right choices at the start of this next run.

We tried to fix this in two different ways. The first method was to add
experience replay, which assures that the model is less tailored to the recent
iterations, but instead learns from less recent iterations. This model performed
much better than continuous learning without experience replay and this model is
able to beat the random model. This shows that naive continuous learning needs
experience replay in order to work properly. Next to adding experience replay, we
also tried the complete run update way of continuous learning. This model fixes
the problem of naive continuous learning at the end and start of a run, but at
the same time it allows the model to be tailored to recent iterations. This model,
with the complete run update and without experience replay, therefore works
best. Adding experience replay to this model does not help this model, and

2All optimization runs were executed for 120 minutes, which is why some algorithms per-
formed more iterations than others.



168 Chapter 7. ML in LNS for VRPTW: Neighborhood Creation

even makes iterations slightly slower. The complete run update model without
experience replay reached a virtual cost of 69768 after 2948 iterations, while the
random model needed 3250 iterations to get to the same virtual cost, meaning
that our model saves more than 9% of the iterations compared to the random
model. Unfortunately, SNC does not beat the state-of-the-art DSLP model in
the third test phase. DSLP is tailored to solving a specific problem structure,
in which it excels. Our model on the other hand, has the great benefit of being
more adaptive to changes in the problem structure, due to the reactive RL in the
neighborhood creation.

7.5 Application to CVRPTW

The second application that we tested our SNC algorithm on is the Capacitated
Vehicle Routing Problem with Time Windows (CVRPTW). In the CVRPTW, a
given number of vehicles with a given capacity need to serve a set of customers
with given locations and demand from a depot. The customers have time windows
in which the service must happen. The goal of the problem is to find a solution
that serves all customers, satisfies the capacity constraints, uses a given maxi-
mum number of vehicles, and minimizes the total traveled distance. For a more
detailed explanation, we refer to Section 6.4 in the previous chapter. We tested
our algorithm on the ten R1 Homberger-Gehring instances with 1000 customers
[Homberger and Gehring, 2005].

7.5.1 SNC for CVRPTW

To test our SNC algorithm on the CVRPTW instances of Homberger-Gehring,
we need an implementation of LNS that solves CVRPTW, in which we can embed
our neighborhood creation, as explained in Algorithm 17. The implementation
of LNS needs to define (1) a routine to find a feasible solution and (2) a repair
method. Moreover, for the neighborhood creation, we need to define (3) how to
select an anchor, (4) which features to use and (5) when to stop the neighborhood
creation.

Since we also consider the CVRPTW application in the previous chapter, we
can re-use several subroutines from the LNS algorithm explained there. Like in
the previous chapter, we use VROOM in order to find a feasible solution (1)
[Coupey et al., 2023]. In each iteration, an anchor route is selected (3) uniformly
at random. Subsequently, an extensive list of features (4) that describe routes
and their potential for improvement is fed to the neighborhood creation model.
The features are similar to those of the previous chapter, but slightly different
since they need to describe a route instead of a neighborhood. The features of a
route are for example based on the route’s distance, how far the route is from the
anchor route, the distances between its shipments, and its capacity utilization.
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There are also shipment features, which are aggregated into route features, which
describe the characteristics of the shipments, like location and time window. The
full list of features is given in Appendix A.2. The neighborhood creation stops (5)
after adding ten routes, which ensures that each created neighborhood contains
the same number of routes. After creating the neighborhood, the repair step (2)
is executed by VROOM again. Using VROOM as a repair operator is also done in
the LNS presented in the previous chapter. We can exploit that the sub-problem
defined by the deleted set of routes is a CVRPTW in itself, albeit much smaller
than the original. Therefore we can use VROOM’s power on smaller instances
and leverage the outcome to solve the large 1000 customer instances.

7.5.2 Benchmarks

As for the DSLP application, we compared our SNC algorithm with two other
neighborhood creation methods. The first is the random route selection, also
used as a benchmark in the DSLP application in Section 7.4.3. Moreover, we
compared SNC to a heuristic neighborhood creation method. This is the neigh-
borhood creation method presented in the previous chapter to create neighbor-
hoods, Algorithm 15 in Section 7.4. In this algorithm, denoted with Heuristic in
the rest of this chapter, routes are chosen based on a distance measure that also
considers how well the time windows of routes match.

7.5.3 Results

In the next sections the highlights of the results on the CVRPTW instances are
shown, the extensive results are given in Appendix B.2. All the results shown are
averages of 10 optimization runs.

7.5.4 Recommendations Test

As for the DSLP application, we tested what effect the pre-selection has on the
created neighborhoods, by testing the random neighborhood creation algorithm
with and without the recommendations. Table 7.1 shows the average improve-
ment over the 500 iterations for the test instances. From the table, we can
conclude that using the recommendations and thus limiting the options that the
neighborhood creation models can choose from, does not harm the optimization.
In fact, we even benefit from using the recommendations, since the average im-
provement is higher for all test instances.

7.5.5 Phase 1

Figure 7.6 shows the improvement for the first test instance and Table 7.2 shows
the average improvement at the end of the optimization run. Figure 7.6 shows
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Table 7.1: Average improvement over 500 iterations for the random algorithm
without and with recommendations, for ten test instances and averaged over the
ten test instances.

RL 10* 1 2 3 4 5 6 7 8 9 10 Avg

No rec’s 049 1.15 182 152 0.62 147 165 105 1.16 0.93 1.19
Rec’s 085 148 202 171 101 184 208 130 1.75 1.48 1.55

Table 7.2: Average improvement after

150, —— Teuristia 500 iterations in phase 1 for the heuris-
Random tic, random and SNC algorithm.
1251 — SNC

2 100 Instance Heuristic Random  SNC
§ 751 R1 10 1 0.37 1.15  5.70
S 5o R1 10 2 41.25 2.46 22.82
= - R1 10 3 1.57 3.48 12.78
' R1 10 4 72.56 782 15.75
0.04 ST e R1 10 5 1.66 0.93 20.58
s R1 10 6 50.01 6.64 44.91
0 100 200 300 400 500 R1 10 7 3.26 4.66 21.84
Iteration R1 10 8 25.89 5.50 22.61
) . R1 10 9 0.00 1.40  9.27
Figure 7.6: Improvement in phase 1 R1 10 10 0.28 419 3896

for instance R1 10 1 for the heuris- ——
Average 19.69 3.82 21.45

tic, random and SNC algorithm.

that the size of the improvement increases for the SNC algorithm during the
optimization, which shows that the model benefits from the learning. Clearly,
the random and the heuristic algorithms do not show this behavior. In Table
7.2 we see that for phase 1, the heuristic algorithm performs really well for the
second, fourth, sixth and eighth instance. For the other instances, the heuristic
algorithm finds improvements that are almost always worse than the random
algorithm. It seems that the heuristic algorithm either finds good improvements
consistently or finds almost no improvements consistently. The SNC algorithm,
however, performs much better than random for all instances. It does not beat
the heuristic algorithm in the instances where the heuristic algorithm performs
well, but overall, the average improvement shows that SNC algorithm learns how
to create neighborhoods slightly better than the heuristic model. These results
clearly show the potential of the SNC algorithm in phase 1.
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7.5.6 Phase 2

To improve results for phase 2 (and also for phase 3), we have found it was neces-
sary to start with a reinforcement learning model in the SNC algorithm that was
already slightly informed about the task it was going to face. Therefore, before
starting the first optimization run in which we use SNC, we trained the RL model
using a pre-collected set of samples consisting of 10.000 samples per instance. The
samples are collected before the SNC run, using both the heuristic neighborhood
creation and the random neighborhood creation, resulting in heuristic samples
and random samples. A heuristic sample consists of the route features from a
certain iteration, the routes that the heuristic selected in that iteration, and the
improvement that this choice yielded. A random sample is created similarly but
with a random route selection instead. Now, before starting phase 2, we pre-
trained the SNC model with all the heuristic samples in the pre-collected set for
that instance which yielded an improvement. At the same time, we trained the
model with just as many random samples. By feeding these samples before the
optimization, we created an SNC model that is more informed, instead of having
a model that needs to learn how to do its job from scratch at the start of the
optimization.

Figure 7.7 shows the improvement for the first test instance and Table 7.3
shows the average improvement at the end of the optimization run for phase 2.
The results show that both the heuristic algorithm and the SNC algorithm are
able to outperform the random algorithm by far. The figures show that the SNC
algorithm clearly benefits from having a pre-trained model, since iterations with
sizes comparable to the heuristic are present from the start of the optimization.
Compared to phase 1, we see less growth in the improvements of the SNC algo-
rithm, it seems that less is learned during optimization than in phase 1. We can
conclude for phase 2 that the SNC algorithm is able to be competitive with the
heuristic algorithm but does not produce better solutions.

7.5.7 Phase 3

As for phase 2, we used an informed model at the start of the first optimization
run by learning from heuristic and random samples that we collected beforehand.
We used continuous learning with a complete run update and without experience
replay, as this worked best for the DSLP application in phase 3. Figure 7.8
(left) shows how the total distance decreases during optimization for the first test
instance and Table 7.4 shows the total distance of the solution after 500 iterations
for phase 3. As opposed to the previous phases where the figures showed the
improvement, here we show the total distance, and therefore a lower value means
that the algorithms perform better. Phase 3 can be regarded as the hardest test
phase, since the algorithms need to create neighborhoods in iterations where both
the anchor route and the recommendations, R, vary. The results reflect this: the
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— o Table 7.3: Average improvement after
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ot tic, random and SNC algorithm.
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| | | | | | R1_10_6 29.73 7.27  43.06

0 1000 200 20 400 500 R1_10_7 39.20 548 31.25

R1 10 8 20.40 6.34 21.53

Figure 7.7: Improvement in phase 2 R1_10_9 19.65 3.65 26.68
for instance R1_10_1 for the heuris- R1_10_10 20.92 386 19.05
tic, random and SNC algorithm. Average 24.10 4.34 24.01

quality of SNC compared to the heuristic model is worse in phase 3 than in the
first two phases. The SNC algorithm still outperforms the random model slightly,
but it is not competitive with the heuristic algorithm.

7.6 Conclusion and Discussion

We have enhanced both DSLP, a widely used tool to solve large vehicle routing
problems, and an LNS implementation for CVRPTW with a destroy operator
based on RL. We have found it is crucial to create neighborhoods that are able
to yield large improvements. The first two test phases have shown that our RL
model was able to learn how to create good neighborhoods, and performed better
than or competitively with the state-of-the-art benchmark that we compared to.
The results in test phase three also showed we can learn how to create good
neighborhoods, and that it is good to have a model that is tailored to the most
recent iterations. However, it is important to not simply use that model at the
start of a new optimization run. Instead, one must follow the complete run update
method for continuous learning. For both applications, we observed a drawback
in the third test phase in the performance of our smart neighborhood creation.
Phase 1 and 2 clearly show the potential of our SNC method, but it seems that
the SNC model has not learned enough to face the challenges of phase 3. The
running of the repair step imposes a serious limit on the amount of training data
we can generate for our algorithm. It would be very interesting to see how SNC
would behave in phase 3 if it was offered more training data.
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Table 7.4: Total distance after 500 itera-
tions in phase 3 for the heuristic, random
and SNC algorithm.

Instance Heuristic Random SNC
R1 10 1 55151.08 55554.44 55546.16
R1 10 2 50204.44 50708.50 50840.71
R1 _10_3 46343.85 46657.50 46850.69
R1 10 4  43699.00 43990.69 43973.72
R1 10 5 52468.82 53270.78 53092.27
R1 10 6 49092.80 49618.58 49479.06
R1 10 7  45619.97 45894.39 46049.32
R1 10 8 43514.53 43747.86 43718.19
R1 10 9 51151.49 51835.34 51687.12
R1 _10_10 49095.27 49679.34 49614.42
Average 48634.13 49095.74 49085.16







Chapter 8

Final Remarks

This thesis aimed to explore the workings of algorithms for practical combinatorial
optimization problems. We studied how we can improve algorithms in order to
perform their job right, well, and fast. We took both a practical and a theoretical
approach to addressing these questions.

We revise the main contributions presented in this thesis, following the three
problem areas that were introduced in the introduction. For the SSMTSP, we
implemented ML in an already well-working algorithm. Given a bounded additive
error, we were able to show a lower bound on the number of queue operations
saved. On random graph instances we demonstrated empirically that our method
saves optimization time. We solved practical instances for the casting problem
by using a disaggregated formulation for which we created high-quality variables.
Subsequently, we were able to find an algorithm for the casting problem that
finds solutions that are arbitrarily close to the optimal solution with constraint
violations that are arbitrarily small. Lastly, for the CVRPTW instances and also
the practical DSLP instances, we showed how we can use ML to improve the
destroy operator, ultimately leading to a speed-up in optimization time.

Below, we highlight the significance of the contributions presented in this
thesis. Following the relevant field of combining machine learning and combina-
torial optimization, this thesis provides several variants for employing algorithms
with learning techniques, following the second or third paradigm by Bengio et al.
[2021]. The examples illustrate the hypothesis that we can accomplish a well-
working interplay between ML and existing combinatorial algorithms. Secondly,
we have shown that it pays off to analyze combinatorial problems further than
determining the worst-case complexity. Even though we did not improve the
worst-case complexity for the SSMTSP in Chapter 3, we were able to provably
decrease the number of queue operations on the one hand and reduce the empiri-
cal optimization time on the other. For the casting problem, looking further than
the worst-case complexity meant that we considered slightly infeasible solutions,
which resulted in a polynomial-time bicriteria approximation scheme. Lastly,
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the significance in our research lies in the frameworks and guidelines that we
present for training machine learning models during optimization. In Chapter 6
we present guidelines for supervised learning, and in Chapter 7 we present options
for when reinforcement learning is used during optimization.

Despite these contributions, our research also has limitations. We mention
a few here and give recommendations for feature research to address these lim-
itations. The experiments presented in Chapter 3 were conducted on synthetic
random graphs only. It would be interesting to test if the methods have a similar
impact on real-world road networks. Second, the empirical results for the casting
problem are based on a method that relies on the structure of the instance. It
is not possible to construct every feasible casting solution with the variables that
are created for the disaggregated formulation. It would be interesting to see if the
creation of the variables can be adapted such that the space of feasible solutions
that can be constructed with them increases. Third, the PTBAS for the casting
problem requires the construction of a large and involved graph. Moreover, the
analysis of the algorithm contains many details. Future research would be nec-
essary to check if it is possible to simplify the algorithm and the corresponding
analysis. In the last two chapters, we have seen that it is hard to beat the exist-
ing state-of-the-art LNS algorithms for CVRPTW. Although we have been able
to show the potential of LENS and SNC, future research would be necessary to
come up with a method that is significantly stronger than the state-of-the-art in
all test phases.

In conclusion, this research has provided novel, both practical and theoreti-
cal, insights into the study of algorithms for combinatorial optimization problems.
We hope this work will inspire researchers to continue combining machine learn-
ing with combinatorial algorithms, to be curious about what is possible beyond
worst-case complexity, and to be interested in theoretically proving why practical
methods work.



Chapter A

Feature Lists

A.1 Feature List for Chapter 6

The first feature is the number of customers in the neighborhood. The following
properties describe the customers in the neighborhood:

e Waiting time: The waiting time of a customer is zero if the arrival time
is after the start of the time window, otherwise it is the positive difference
between the arrival time and the start of the time window.

e Closeness: The closeness of customer ¢ is the minimum of the distances
between ¢ and all customers in routes in the neighborhood that do not
contain c.

e Temporal closeness: Defined exactly as the closeness, but defined with tem-
poral distance instead of the Euclidean distance. Temporal distance is de-
fined as the sum of the Euclidean distance and the time window difference.
The time window difference indicates how compatible the time windows
of two shipments are. The time window difference between two clients is
the minimum waiting time caused by serving the clients directly after each
other, in any order, if feasible. If the time windows make it infeasible to
serve the clients after each other, the time window difference is set to a
large penalty value.

e Centroid closeness: Given the distance between a customer ¢ and the cen-
troid of each route in the neighborhood that does not contain ¢, the centroid
closeness is the minimum over these distances.

e Distance contribution: The difference between the length of the route in
which the customer is planned and the length of the route if the customer
would be removed from the route.
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Appendix A. Feature Lists

Time window length: The length of the time window of the customer.
Distance to the depot: The distance from the customer to the depot.
Load: The demand of the customer.

Minimum greedy addition cost: Given a customer ¢, for each route in the
neighborhood that does not contain ¢, the greedy addition cost is how much
the distance increases if the customer ¢ is added to this route. The minimum
greedy addition cost is the minimum of these increases over all the routes in
the neighborhood that do not contain c¢. The greedy addition is calculated
greedily, since only one possible location in the other route is tested: before
the first customer that has a time window that starts later.

Maximum gain: For a customer ¢, for each route 7 in the neighborhood that
does not contain ¢, the gain is defined as the distance contribution of the
customer minus the greedy addiction cost of adding ¢ to r. The maximum
gain is computed by taking the maximum of the gains over all the routes
that do not contain customer c.

Possible delay: The difference between the end of the time window and the
current arrival time.

Moreover, we compute the following features which describe the routes in the
neighborhood:

Route distance: The distance of the route.

Average route distance: The distance of the route, divided by the number
of customers in the route.

Empty distance: The distance between the last customer in the route and
the depot.

Worst case distance fraction: The distance of the route divided by the dis-
tance of a so-called worst-case solution. The worst-case solution is computed
by traveling back to the depot after each customer in the route.

Route duration: The travel time plus the waiting time plus the service time.

Average route duration: The route duration divided by the number of cus-
tomers in the route.

Idle time: The total time the vehicle is not traveling nor servicing.

Free capacity: The free capacity in the vehicle when leaving from the depot.
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e Fitting candidates: The number of customers in the other routes in the
neighborhood that have a demand that is smaller than the free capacity of
the vehicle.

e Expected number fitting candidates: The free capacity of the vehicle di-
vided by the average demand of the customers on the other routes in the
neighborhood.

Lastly, we compute the following feature between each pair (r;,r;) of routes in
the neighborhood:

e Distance between routes: The handcrafted distance measure ci(n-,rj), de-
fined in Section 6.4.2.

A.2 Feature List for Chapter 7

The following features are the route features. All but the last route feature are
also used in Chapter 6 and we refer to A.1 for the definition of the features.

e Distance.

Average distance.

Empty distance.

Distance vs worst case fraction.

Route duration.

e Average route duration.

Free capacity.
e Approximate distance to anchor route.

The last feature is defined as the Euclidean distance between the centroid of the
route and the centroid of the anchor route. The centroid of a route is defined as
the element-wise mean of the location coordinates of the routes’ customers.

The following are the features per customer. They are aggregated into route
features by taking the maximum, minimum, average, standard deviation and sum
over all the customers in a route. We refer to A.1 for the definition of the last
two customer features.

e Time window start.

e Time window end.
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Time window length. Time window end minus time window start.
Demand. Size of the load that this customer demands.

Location x. x coordinate of this customer.

Location y. y coordinate of this customer.

Depot distance. Distance from this customer to the depot.

Waiting time. Time between arrival at customer and time window start.
Equals zero if arrival is after the start of the time window.

Distance contribution.

Possible delay.



Chapter B

Extended Results

B.1 Extended Results for Chapter 6

Note that in Table B.1 and Table B.2; the line with averages shows the GAP of
the average values and not the average of the GAP values.
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Extended Results for Chapter 6
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184 Appendix B. FExtended Results

B.2 Extended Results for Chapter 7

— WrT Figure B.4, Figure B.5 and Figure B.6 show the average results for the three
Mention e tost phases for the CVRPTW application.
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Figure B.1: Total distance for 10 R1 test instances for the oracle model, the
random model, MLL1 model, ML3 model and ML5 model
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Figure B.4: Average improvement in phase 1 for 10 test instances for the heuristic,
random and SNC algorithm.
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Figure B.5: Average improvement in phase 2 for 10 test instances for the heuristic,
random and SNC algorithm.
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Summary

Good algorithms have three qualities, they produce solutions fast, produce the
right solutions and they aim to produce solutions with the best objective value.
We study the interplay between these three criteria, by considering optimization
problems that are all motivated by practical applications. However, this does not
prevent us from considering these applications through a theoretical lens. Il.e.,
next to studying well-working algorithms for practical problem instances, we aim
to find algorithms with provable properties. Moreover, we give various examples
of how the power of machine learning and combinatorial optimization can be
combined, to create algorithms that exploit the best of both worlds.

The first problem we consider is a fundamental shortest path problem, known
as the single-source many-targets shortest path problem (SSMTSP). Given a di-
rected weighted graph, the goal is to compute a shortest path from a given source
node to any of several designated target nodes. Basically, our idea is to equip an
adapted version of Dijkstra’s algorithm with machine learning predictions to solve
this problem: Based on the trace of the algorithm, we design a neural network
that predicts the shortest path distance after a few iterations. The prediction is
then used to prune the search space explored by Dijkstra’s algorithm, which may
significantly reduce the number of operations on the underlying priority queue.
We derive structural insights that allow us to lower bound the savings by our al-
gorithm on partial random instances. In these instances, an adversary can fix the
instance arbitrarily except for the weights of a subset of relevant edges, which are
chosen randomly. Our bound shows that the number of relevant edges which are
pruned increases as the prediction error decreases. We then use these insights to
derive closed-form expressions of the expected number of saved queue operations
on random instances. We also present extensive experimental results on random
instances showing that the actual savings are oftentimes significantly larger.

In Chapter 4 and Chapter 5, we study a special case of the generalized assign-
ment problem, the so-called casting problem. An instance of the casting problem
is given by a set of knapsacks, each with a non-negative capacity, and a set of
items, each with a non-negative weight. A feasible solution to the casting problem
assigns each item to a knapsack such that the total weight of items assigned to a
knapsack is at most the knapsack’s capacity. The utilization ratio of a knapsack
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is defined as the total weight of items assigned to the knapsack divided by the
knapsack’s capacity. The goal of the casting problem is to find a feasible solution
that maximizes the sum over the utilization ratios. We show that the feasibility
problem of the casting problem is NP-complete, and therefore we do not expect
to find a polynomial-time algorithm that finds an optimal solution, or even a
polynomial-time approximation algorithm, unless P=NP. We focus on bicriteria
approximation algorithms instead, which are (informally) defined as follows: an
(e, B)-bicriteria approximation algorithm is an algorithm that finds a solution
with objective value at least « times the cost of an optimal feasible solution with
0 < a < 1 such that the knapsack capacities are violated by at most a factor
B > 1. In Chapter 5, we first present a (1, %)-bicriteria approximation algorithm,
after which we present a (1/(1 +¢€), (14 €)(1 + € + €*))-bicriteria approximation
algorithm for any 0 < € < 1. In Chapter 4, we show empirical results on some in-
stances of the casting problem. We introduce a disaggregated formulation of the
problem and show that we can create variables for the disaggregated formulation
in such a way that any feasible solution with them is automatically optimal. This
allows us to solve all the considered instances to optimality.

Large Neighborhood Search (LNS) is a universal approach that is broadly
applicable and has proven to be highly efficient in practice for solving optimization
problems. LNS iteratively improves a solution by destroying and repairing a part
of the solution. Since the repair routine of LNS is usually expensive, it is crucial
to destroy smartly. We have studied two different methods of how to integrate
machine learning into LNS to assist in deciding which parts of the solution should
be destroyed in each iteration.

The first approach, called Learning-Enhanced Neighborhood Selection (LENS),
considers multiple sets of routes in each iteration, and predicts with machine
learning which set of routes has the most potential to improve the solution. This
set of routes is then selected, destroyed, and repaired, after which the solution has
possibly improved. The idea is that LENS only selects sets of routes for which
it is worth executing the expensive repair routine. We implement LENS into an
LNS algorithm for the classical Capacitated Vehicle Routing Problem with Time
Windows (CVRPTW).

Also in the second approach, called Neighborhood Creation, we use learning to
decide what set of routes to destroy. However, instead of selecting the set of routes
from a list of options of sets as LENS does, the set is created by adding routes one
by one. Reinforcement learning is used to select the next route to add to the set,
by using an adaptation of an existing graph attention encoder-decoder model.
We implement our Neighborhood Creation approach into two applications: a
state-of-the-art application used daily to solve many logistic problems and an
implementation of LNS for the CVRPTW.
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