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Preface 
 
This workshop addresses multidisciplinary aspects of Ambient Intelligence with human-
directed disciplines such as psychology, social science, neuroscience and biomedical 
sciences. The aim is to get people together from these disciplines or working on cross 
connections of Ambient Intelligence with these disciplines. The focus is on the use of 
knowledge from these disciplines in Ambient Intelligence applications, in order to take 
care of and support in a knowledgeable manner humans in their daily living in medical, 
psychological and social respects. The workshop can play an important role, for example, 
to get modellers in the psychological, neurological, social or biomedical disciplines 
interested in Ambient Intelligence as a high-potential application area for their models, 
and, for example, get inspiration for problem areas to be addressed for further 
developments in their disciplines. From the other side, the workshop may make 
researchers in Computer Science, and Artificial and Ambient Intelligence more aware of 
the possibilities to incorporate more substantial knowledge from the psychological, 
neurological social and biomedical disciplines in Ambient Intelligence architectures and 
applications, and may offer problem specifications that can be addressed by the human-
directed sciences. 
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On Human Aspects in Ambient Intelligence 
 
 

Jan Treur 

 
Agent Systems Research Group  

Department of Artificial Intelligence, Vrije Universiteit Amsterdam  
De Boelelaan 1081, 1081 HV Amsterdam, The Netherlands 
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Abstract. This paper briefly outlines the scientific area that addresses Ambient 
Intelligence applications in which not only sensor data, but also knowledge 
from the human-directed sciences such as biomedical science, neuroscience, 
and psychological and social sciences is incorporated. This knowledge enables 
the environment to perform more in-depth, human-like analyses of the 
functioning of the observed humans, and to come up with better informed 
actions. It is discussed which ingredients are important to realise this view, and 
how frameworks can be developed to combine them to obtain the intended type 
of systems: reflective coupled human-environment systems. Finally, further 
perspectives are discussed for Ambient Intelligence applications based on these 
reflective coupled human-environment systems. 

 

1   Introduction 
  

Ambient Intelligence provides possibilities to contribute to more personal care; e.g., 
(Aarts, Harwig, Schuurmans, 2001; Aarts, Collier, Loenen, Ruyter, 2003; Riva, 
Vatalaro, Davide, Alcañiz, 2005). Acquisition of sensor information about humans 
and their functioning is an important factor, but without adequate knowledge for 
analysis of this information, the scope of such applications is limited. However, 
devices in the environment possessing such knowledge can show a more human-like 
understanding and base personal care on this understanding. For example, this may 
concern elderly people, patients depending on regular medicine usage, surveillance, 
penitentiary care, psychotherapeutical/self-help communities, but also, for example, 
humans in highly demanding tasks such as warfare officers, air traffic controllers, 
crisis and disaster managers, and humans in space missions; e.g., (Green, 2005; Itti 
and Koch, 2001).  
 Within human-directed scientific areas, such as cognitive science, psychology, 
neuroscience and biomedical sciences, models have been and are being developed for 
a variety of aspects of human functioning. If such models of human processes are 
represented in a formal and computational format, and incorporated in the human 
environment in devices that monitor the physical and mental state of the human, then 
such devices are able to perform a more in-depth analysis of the human’s functioning. 
This can result in an environment that may more effectively affect the state of humans 
by undertaking in a knowledgeable manner actions that improve their wellbeing and 
performance. For example, the workspaces of naval officers may include systems 
that, among others, track their eye movements and characteristics of incoming stimuli 
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(e.g., airplanes on a radar screen), and use this information in a computational model 
that is able to estimate where their attention is focussed at. When it turns out that an 
officer neglects parts of a radar screen, such a system can either indicate this to the 
person, or arrange on the background that another person or computer system takes 
care of this neglected part. In applications of this type, an ambience is created that has 
a better understanding of humans, based on computationally formalised knowledge 
from the human-directed disciplines.  
 

2  Multidisciplinarity: the Ingredients 

The area as sketched is essentially multidisciplinary. It combines aspects of Ambient 
Intelligence with knowledge from human-directed disciplines such as psychology, 
social science, neuroscience and biomedical sciences. Further development will 
depend on cooperation between researchers from these disciplines or working on 
cross connections of Ambient Intelligence with the human-directed disciplines. The 
focus is on the use of knowledge from these disciplines in Ambient Intelligence 
applications, in order to take care in a more sophisticated manner of humans in their 
daily living in medical, psychological and social respects. For example, modellers in 
the psychological, neurological, social or biomedical disciplines interested in Ambient 
Intelligence as a high-potential application area for their models, can get inspiration 
for problem areas to be addressed for further developments in their disciplines. From 
the other side, researchers in Computer Science, and Artificial and Ambient 
Intelligence may become more aware of the possibilities to incorporate more 
substantial knowledge from the psychological, neurological, social and biomedical 
disciplines in Ambient Intelligence architectures and applications, and may offer 
problem specifications that can be addressed by the human-directed sciences. 
 In more detail, content from the domain of human-directed sciences, among 
others, can be taken from areas such as medical physiology, health sciences, 
neuroscience, cognitive psychology, clinical psychology, psychopathology, sociology, 
criminology, and exercise and sport sciences. From the domain of Artificial 
Intelligence, useful contributions can be found in areas such as agent modelling, 
knowledge and task modelling, and cognitive and social modelling and simulation. 
Finally, from the Computer Science domain, relevant areas are distributed systems, 
sensor systems, human-centred software engineering, user modelling, and human-
computer interaction. 
 

3   Frameworks to Combine the Ingredients 

One of the challenges is to provide frameworks that cover the class of Ambient 
Intelligence applications showing human-like understanding and supporting 
behaviour. Here human-like understanding is defined as understanding in the sense of 
being able to analyse and estimate what is going on in the human’s mind (a form of 
mindreading) and in his or her body (a form of bodyreading). Input for these 
processes are observed information about the human’s state over time, and dynamic 
models for the human’s physical and mental processes. For the mental side such a 
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dynamic model is sometimes called a Theory of Mind (e.g., Baron-Cohen, 1995; 
Dennett, 1987; Gärdenfors, 2003; Goldman, 2006) and may cover, for example, 
emotion, attention, intention, and belief. Similarly for the human’s physical processes, 
such a model relates, for example, to skin conditions, heart rates, and levels of blood 
sugar, insulin, adrenalin, testosterone, serotonin, and specific medicines taken. Note 
that different types of models are needed: physiological, neurological, cognitive, 
emotional, social, as well as models of the physical and artificial environment.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 

Figure 1  Framework to combine the ingredients 
 
 
 
 A framework can be used as a template for the specific class of Ambient 
Intelligence applications as described. The structure of such an ambient software and 
hardware design can be described in an agent-based manner at a conceptual design 
level and can be given generic facilities built in to represent the following (see also 
Figure 1):  
 

• human state and history models  
• environment state and history models 
• profiles and characteristics models of humans 
• ontologies and knowledge from biomedical, neurological, psychological 

and/or social disciplines 
• dynamic process models about human functioning 
• dynamic environment process models 
• methods for analysis on the basis of such models  

 
Examples of such analysis methods are voice and skin analysis with respect to 
emotional states, gesture analysis, heart rate analysis. The template can include slots 

human state models 

human history models 

human profile models 

human process models 

environment process models 

analysis methods 

environment state models 
environment history models 
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where the application-specific content can be filled to get an executable design for a 
working system. This specific content together with the generic methods to operate on 
it, provides a reflective coupled human-environment system, based on a tight 
cooperation between a human and an ambient system to show human-like 
understanding of humans and to react from this understanding in a knowledgeable 
manner. 
 

4   Perspectives of Reflective Coupled Human-Environment Systems 

Ambient Intelligence applications in general can be viewed as coupled human-
environment systems, where ‘coupled’  means mutually interacting. For the specific 
type of applications considered here, however, the coupling takes two different forms; 
see also Figure 2.  

• On the one hand the coupling takes place as interaction between human and 
environment, as in any Ambient Intelligence application: 
o the environment gets information generated by the human as input, and  
o the human gets information generated by the environment as input.  

• In addition, coupling at a more deep, reflective level takes place due to the 
fact that  
o the environment has and maintains knowledge about the functioning of 

the human, the environment and their interaction, and 
o the human has and maintains knowledge about functioning of him or 

herself, the environment, and their interaction  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2  Reflective coupled human-environment systems 

Human 

Environment 

Human 

Human 

Environment 

Environment 
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So, in such a more specific human-environment system, being coupled does not only 
mean that the human and its environment interact, but also that they have knowledge, 
understanding and awareness of each other, themselves and their interaction. This 
entails two types of awareness: 
 

• Human awareness:   awareness by the human about  
the human and environmental processes  
and their interaction 

• Technological awareness:  awareness by the environment about  
the human and environmental processes  
and their interaction 

 
By (human and technological) learning, adaptation and development processes for 
both the human and the environment, such awareness can also grow over time. 

These reflective coupled human-environment systems can have a positive impact 
at different aggregation levels, from individual via an organisation within society to 
the society as a whole: 
 

• Individual level 
o more effective functioning  
o stimulating healthy functioning and preventing health problems to 

occur 
o support of learning and development 

• Organisation level  
o efficient functioning organisation by wellfunctioning members  
o learning and adaptation of the organisation  

• Society level:  
o limiting costs for illness and inability to work 
o efficient management of environment 

 
Some more specific examples of today’s societal challenges, to which reflective 
coupled human-environment systems can contribute, are elderly care, health 
management, crime and security.  
 

5   Conclusion 

The scientific area that addresses Ambient Intelligence applications in which 
knowledge from the human-directed sciences is incorporated, has a high potential to 
provide nontrivial Ambient Intelligence applications based on human-like 
understanding. Such understanding can result in better informed actions and will feel 
more natural for humans. Important additional ingredients to realise this view are 
provided by areas in Computer Science, Artificial Intelligence and Cognitive Science; 
among others: agent modelling, knowledge and task modelling, user modelling, and 
cognitive modelling. Furthermore integrative frameworks can be developed to 
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combine the ingredients. The resulting human-environment systems are coupled not 
only by their mutual interaction, but also in a reflective manner in the sense that both 
the human and the ambient system have and/or develop a model of the interactive 
processes of the human and the environment. These reflective coupled human-
environment systems are an interesting type of systems to be studied scientifically, 
and provide a solid foundation for human-like Ambient Intelligence applications with 
significant benefits for individuals, organisations, and the society as a whole. 
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IDIAP BCI Research Meets Ambient

Intellig ence: Desig ning Intellig ent Interactio n

Gangadhar Garipelli12?, F erran Galán13 , R icardo C hav arriaga1 P ierre W .
F errez12, E ileen L ew 12, and J o sé del R . M illán12

1 IDIAP Research Institute, Martigny, Switzerland.
2 E co le Po lytechniq ue F édérale de L ausanne, L ausanne, Switzerland.

3 U niv ersity o f B arcelo na, B arcelo na, Sp ain.

Abstract. T his p ap er is aim ed to intro duce IDIAP B rain C o m p uter In-
terface (IB C I) research that successfully ap p lied Am b ience Intelligence
(Am I) p rincip les in designing intelligent b rain-m achine interactio ns. W e
p ro ceed thro ugh IB C I ap p licatio ns describ ing how m achines can deco de
and react to the hum an m ental co m m ands, co gnitiv e and em o tiv e states.
W e show how eff ectiv e hum an-m achine interactio n fo r b rain co m p uter
interfacing (B C I) can b e achiev ed thro ugh, 1 ) asynchro no us and sp o nta-
neo us B C I, 2 ) shared co ntro l b etween the hum an and m achine, 3 ) o nline
learning and 4 ) the use o f co gnitiv e state reco gnitio n. Identifying co m m o n
p rincip les in B C I research and am b iance intelligence (Am I) research, we
discuss IB C I ap p licatio ns. W ith the current studies o n reco gnitio n o f hu-
m an co gnitiv e states, we argue fo r the p o ssib ility o f designing em p athic
env iro nm ents o r dev ices that hav e a b etter hum an lik e understanding
directly fro m b rain signals.

1 Mo tiv atio n

B rain C o m pu ter Interfac ing (B C I) o r B rain M achine Interfac ing (B M I) refers
to interac tio n w ith dev ices, w here u ser’s intentio ns represented as sev eral b rain
states are dec iphered and translated into ac tio ns w itho u t req u iring any phy sical
ac tio n [4 4 ] [2 5 ] [2 1 ]. T here is a gro w ing interest in the u se o f b rain signals fo r
c o m m u nicating and o perating dev ices, w hich is fac ilitated b y the adv ances in the
the m easu rem ent techno lo gies in the past decades. A s B C I b y passes the c lassical
neu ro m u sc u lar c o m m u nicatio n channels, this techno lo gy is intended to u se fo r
rehab ilitatio n o f tetraplegic o r paraplegic patients to im pro v e their c o m m u nica-
tio n, m o b ility and independence. T he B C I research also o pens u p new po ssib il-
ities in natu ral interac tio n fo r ab le-b o died peo ple (e.g., fo r space applicatio ns,
w here env iro nm ent is inherently ho stile and dangero u s fo r astro nau ts, w ho c o u ld
greatly b enefi t fro m direc t m ental teleo peratio n o f ex ternal sem i-au to m atic m a-
nipu lato rs [2 6 ], and fo r entertainm ent applicatio ns lik e m u ltim edia gam ing [2 0 ]).
T y pical applicatio ns o f B C I are c o m m u nicatio n aids su ch as spelling dev ices [5 ]
[3 1 ] [2 5 ] and m o b ility aids su ch as w heelchair [4 1 ]. In the c u rrent paper, w e

? Gangadhar.Garipelli@idiap.ch
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introduce the design of IDIAP BCI (IBCI) towards intelligent interaction and
empathic devices and show how its key features are consistant with Ambient
Intelligence (AmI) design principles.

The vision of AmI is designing digital environments in which the electronics
devices are sensitive to people’s needs, personalized to their requirements, antici-
patory of their behavior and responsive to their presence. The main goals of AmI
based interaction are, 1) understanding human function and sensory information,
2) analysis of sensory information, 3) design of human-like-reasoning devices and
intelligent interaction. The BCI research brings a new sensing modality for track-
ing neurophysiological information related human’s cognitive and emotive sates.
The brain computer interaction can be seen also as a new mode of interaction
similar to speech and vision based interaction, but with mental commands di-
rectly from the brain signals. S o the general principles of interaction for destining
AmI are also valid for the design of interaction with BCI.

S ince we are interested in designing interactions between intelligent systems
(human user and intelligent machine), it is natural to derive ideas from human-
human communication. These ideas off er a starting point for a quest for new
forms of interaction. According to S chmidt [39 ], for interaction, the context
information is important. In particular, the key components are,

– Shared knowledge: In communication between intelligent systems, a common
knowledge is essential for understanding each other. This common knowledge
is extensive and is usually not explicitly mentioned. In most cases, this com-
mon knowledge includes world or environment model.

– C om m u nication error recovery : Communication between intelligent systems
may not be error free, many conversations include short term misunder-
standings and ambiguities. But the misunderstandings are often detected by
monitoring the response of the communication partner. In case of misinter-
pretation the dialogs are repeated and corrected.

– Su rrou nding situ ation and context: Communication and interaction between
intelligent systems will happen in a specific situation. Inclusion of contextual
information (e.g., a model of environment) provides common ground with
implicit conventions.

In the current paper, we review IBCI applications that incorporated the prin-
ciples for interaction. In particular, the interaction of IBCI-system is designed
with the following components, 1 ) shared knowledge between the robot and u ser.
The ongoing work on recognition of human anticipatory behavior described in
section 4 is based on this principle. For example, consider a scenario of an intelli-
gent robotic wheelchair facing a dining table in a hall of several tables. From the
robot-controller’s point of view, the table is an obstacle and it can’t decide by it
self whether to dock to it or to avoid it. But it is the user who decides to dock
to it if he wants to take brakefast. The user anticipates for the docking event
to happen if he wishes to dock. The shared knowledge allows the robot to make
corresponding actions (e.g., docking, or avoiding the obstacle) upon the recogni-
tion of anticipation related brain activity of the user. The shared knowledge, i.e.,
robot’s detection of a table and user’s anticipation of events allows to achieve the
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desired goal. 2) communication error recovery through feedback and the detection
of error related brain activity. We have implemented these two mechanisms in
our applications that allow the user to correct his commands from the feedback
of recognized commands by classifiers ( described in 3) as well as the robot to
change its commands up on the recognition of error related brain activity (de-
scribed in 4) and 3 ) context fi ltering of illogical mental commands inferred by the
interface. For a brain actuated robot application (described in section 3.1), the
filtering is achieved by using a finate state machine that translated the mental
commands into device commands according to the environmental context. In the
case of a brain actuated wheelchair application (described in section 3.2), the
filtering is achieved by combining the probabilities inferred by the classifier for
mental commands with that of context-based-filter of the robotic wheel chair.

In the next section we review the state of art of BCI research along with
the methods that lead to the success of IBCI. In section 3, we review IBCI
applications that implement the key principles introduced above. In section 4,
we show the possibility of designing empathic devices with the recognition of
user’s cognitive states directly from brain signals. Finally in section 5 we discuss
conclusions and future directions of research.

2 BCI research and IBCI system

A schematic of a BCI system is shown in Figure 1. Brain electrical activity is
acquired using electrodes (either implanted inside the brain or externally on the
scalp). From the recorded signals, features (e.g., amplitudes of evoked poten-
tials, or sensory motor cortex rhythms) that refl ect user’s intent, are extracted
using signal processing methods. These features are then translated into de-
vice commands (e.g., using neural networks) which are then issued to systems
like, virtual-keyboards, mobile robots, robotic wheelchairs and computer games.
F eedback from these systems is given to the user using various modalities (e.g.,
visual, auditory etc.).

BCI is broadly classified into three categories based on invasiveness of the
recording technique as 1) invasive, 2) partially invasive and 3) non-invasive BCI
[22]. For an invasive BCI, the electrodes are implanted directly into the grey
matter of the brain during neurosurgery. As they rest in the grey matter, it can
produce the highest quality signals of BCI devices but are prone to scar-tissue
build-up, causing the signal to become weaker or even lost as the body reacts to
a foreign object in the brain [19]. Partially invasive BCI [10] uses electrodes im-
planted inside the skull but resting outside the brain rather than amidst the grey
matter (e.g., Electrocorticography, ECoG). They produce better resolution than
non-invasive electrodes and have lower risk of forming scar-tissue in the brain
than fully invasive electrodes. Finally, Electroencephalograph (EEG), Magne-
toencephalography (MEG) and functional magnetic resonance imaging (fMRI)
have both been used successfully in non-invasive BCI. Among all the EEG is the
most used signal acquisition method mainly due to its fine temporal resolution,
ease of use, portability and low set-up cost. Since the current paper is based on
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Fig. 1. Operation of a brain computer interfacing (BCI) system.

non-invasive IBCI system, we review feature extraction and classification stages
of EEG based BCI.

Based on the operation, non-invasive BCI systems can be classified into two
types, 1) system driven, 2) user driven. The system driven BCI uses EEG wave-
forms that are generated automatically in response to external stimulus (e.g.,
visual, auditory stimulus from the interfacing machine), called evoked potentials
(EP). O ne example is the P300 signal, which is a potential evoked by an awaited
infrequent event that appears at centro-parietal locations along the mid line of
the scalp. It is a positive wave peaking around 300 ms after task-relevant stimuli
[36]. Traditionally, P300 has been used in BCI research to develop virtual key-
boards [2] [9] with a typing speed of five letters per minute, but recently this
same potential has also been the basis for brain-actuated control of a virtual
reality system [4] and of a wheelchair [36]. Steady-state visual evoked potentials
(SSV EP) are another example of evoked potentials that are induced by a visual
stimulus repeated at a rate higher than 6 H z [40]. Most SSV EP-based BCI sys-
tem depend on muscular control of gaze direction for their operation, whereas
all other kinds of BCI systems do not depend on the brain’s normal output
pathways of peripheral nerves and muscles [15] [24] [40]. The main drawback of
system driven BCI is that, since the subject’s response is locked to the stimulus,
he cannot generate mental commands at any time he wants.
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On contrast the user-driven BCI is based on self modulation of EEG rhythms
by the user, i.e. spontaneous brain activity. for instance, self modulation by
imagination of movements can result in changes in EEG rhythm in central region
of the scalp overlying the sensorimotor cortex [3] [8 ] [33] [45]. These rhythms are
the basis of several BCI systems [3] [8 ] in which imagination of hand movement
gives rise to an amplitude suppression in the α-band (8 -12 Hz) and β-band
(13-28 Hz) 4 rhythms over the contralateral primary hand motor cortical area
[33]. Wolpaw and co-workers [43] [45] used continuous changes in the amplitudes
of these rhythms to move a cursor in a computer screen. Alternatively, some
researchers measure slow cortical potentials (SCP) whose negative amplitudes
are related to the overall preparatory excitation level of a given cortical network,
the more negative the more active over the top of the scalp at electrode-Cz
[5] [18 ]. Attentional modulation seems to constitute the cognitive strategy in
the physiological regulation of SCP. The team lead by Birbaumer has widely
shown that healthy subjects as well as severely paralyzed patients can learn
to self-control their SCPs through operant conditioning to move an object on
a computer screen in a BCI referred to as Thought Translation Device (TTD)
[17 ].

EEG-based BCIs are limited by a low channel capacity. Most of the current
systems have a channel capacity below 0.5 bits/ s [43]. One of the main reasons
for such a low bandwidth is that they are based on synchronous protocols ,
where EEG is time-locked to externally paced cues repeated every 4-10 s and
the response of the BCI is the average decision over this period (system driven
BCI) [5] [31] [34] [37 ] [43]. The system dribven BCI is not natural for the user
since his response is always time-locked to externally placed cues generated by
the system. The user can’t not decide by him self whenever he want to make
a decision. On the contrary, the IBCI group utilizes more flexible asynchronous
protocols where the subject makes self-paced decisions (user-driven) on when to
stop performing a mental task and start immediately the next one [27 ] [30] [29].
In such asynchronous protocols, the subject can voluntarily change the mental
task (e.g., imagination hand movement. See figure 2(b) for scalp topographies
of EEG activity during these mental tasks in α band) being executed at any
moment without waiting for external cues (this approach is grounded in a number
of neurocognitive studies that have found that different mental tasks such as
mental rotation of geometric figures [46], arithmetic operations [7 ], or language
[32] activate local cortical areas to a different extent). The time of response of an
asynchronous IBCI can be below 1 second (responds every 0.5 second) [30]. The
rapid responses of asynchronous BCIs, together with their performance, give a
theoretical channel capacity between 1 and 1.5 bits/ s.

Coming to the feature extraction, IBCI team analyzes continuous variations
of EEG rhythms over several frequency bands. The user specific EEG-features

4 EEG activity is typically described in terms of rhythmic activity. The rhythmic
activity is divided into several frequency bands (e.g., α band from 8 to 12 H z.
Suppression in this band power is usually observed in sensory motor areas while
the user performing mental imagination.)
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(a) (b)

Fig. 2. (a) Top view of electrode positions according to the international 10 -20 system.
(c) Event related de-synchronization: decreased α-band (12Hz) power contralaterally
to the imagination of hand. Dark regions correspond to lower power.

extracted using Canonical Variate Analysis (CVA) for multi-class problems [13].
This technique maximizes the separability between the patterns generated by ex-
ecuting the different mental tasks. For the classification of these features, IBCI
team typically uses Gaussian classifiers which are a modified Gaussian Mixture
Model (GMM) [28] [29]. The output of the classifier is posterior probability that
can be used to label specific classes and an ‘unknown’ class. It is worth noting
that the use of statistical rejection criteria helps to deal with an important aspect
of a BCI, namely idle states where the user is not involved in any particular men-
tal task. These classifiers has been shown to perform better than support vector
machines (SVMs), temporal processing neural networks (N N s) [16], committees
of multi later perceptrons (MLPs), learning vector quantization and incremental
radial basis networks [28] (for more details on the Gaussian classifier, refer [28],
for a review of classification engines for BCI in general, refer Lotte et al [23]).

To sum up, the key principles behind the feature extraction and classification
parts of IBCI system are, 1) using task induced EEG rhythms over cortical areas
as features of mental commands, 2) canonical feature extraction for multi-class
problems, 3) statistical classifier with rejection criteria and 4) asynchronous and
spontaneous operation. Current research of IBCI group also focuses on adding
‘cognitive states recognition’ to ‘mental command recognition’ to improve its
performance. The recognition of cognitive states can be used for implementing
the principles of intelligent interaction like, shared knowledge and error recov-
ery as described in section 1. The details of recognition of the cognitive states
are described in section 4. In the next section, we discuss the design of brain
actuated interaction to drive a mobile robot and a robotic wheelchair in natural
environments.

3 IBCI applications

In this section we present the current applications of IBCI system for controlling
a mobile robot and a robotic wheelchair through intelligent interaction in the
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light of AmI with the following key components, 1) shared control, 2) error
control through detection of error related potentials, 3) inclusion of contextual
information.

3.1 Brain-actuated robots

Recently, IBCI group has shown for the first time that asynchronous analysis
of EEG signals is suffi cient for humans to continuously control a mobile robot
(i.e. K hepera) along non-trivial trajectories requiring fast and frequent switches
between mental tasks [30]. Human users learned to mentally drive the robot be-
tween rooms in a house-like environment (see Figure 3(a)). Furthermore, men-
tal control was only marginally worse than manual control on the same task. A
key element of this brain-actuated robot is shared control between two intelli-
gent agents (i.e., the human user and the robot). The user only gives high-level
mental commands (e.g., turn left, turn right, forward) that the robot performs
autonomously. Another critical feature is that a BCI asynchronous operation,
allowing the user to issue mental commands at any moment.

In order to endow the system with flexible, robust control, there is no one-
to-one mapping of user’s mental commands and robot’s actions. Instead, we
combine environmental information gathered from robot’s on-board sensors with
mental commands to take appropriate actions according to the context (i.e.
shared control). This combination is implemented by a Finite State Automation
(FSA) [30]. The transitions between different behaviors are determined by the 3
mental commands, 6 perceptual states of the environment (based on the robots
sensory readings: left wall, right wall, wall or obstacle in front, left obstacle, right
obstacle, and free space) and a few internal memory variables. These perceptual
states are determined by using a neural network classifier that takes input from
the sensory readings [30]. The memory variables keep contextual information
required to implement correctly the different behaviors. Figure 3(b) shows a
fragment of the FSA (for full description, see [30]). As shown in the figure,
if the robot is performing the behavior forward and perceives a wall to the
left, it switches automatically to the behavior follow left wall. The transition to
the behavior-forward is necessary, for example, in the case where the robot is
approaching an open door and the user wants the robot not to enter into the
room.

A final element is the use of an appropriate feedback indicating the current
mental state recognized by the embedded classifier. This is done by means of
three lights (red, blue, green) on top of the robot that corresponds to the three
mental commands (turn right, turn left, move forward). Thus, if the robot is
following the left wall and is approaching an open door, a blue feedback indicates
that the robot will turn left to continue following the left wall (and, so, it will
enter into the room). On the contrary, a green feedback indicates that the robot
will move forward along the corridor when facing the doorway and will not
enter into the room. This simple feedback allows users to correct the robot
trajectory in case of errors in the recognition of the mental states or errors
in the execution of the desired behavior (due to the limitations of the robot
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(a)

(b)

(c)

(d)

Fig. 3. Brain actuated robot control: (a) a user driving brain actuated robot (b) a
fragment of Finate State Automaton (FSA) used for the shared control. Transitions
between the 6 behaviors were determined by 3 mental states (# 1: turn left, # 2: turn
right, # 3: go forward), 6 perceptual states (lo: leftwall, ol:right wall, ö: wall or obsta-
cle in front), and some memory variables.) (c) Ex perimental platform and a typical
trajectory followed by the robot under the mental control. The robot started in bot-
tom left room and then visited three other rooms, (d) error rate (percentage of false
positives)(adopted from [30]).

T able 1. Time in seconds for three different trials in controlling fi rst mentally and
then manually by two users.

Trial User-A User-B
Mental-control manual-control Mental-control Manual-control

1 149 124 219 15 6
2 183 135 189 15 5
3 19 1 129 17 5 117

Average 17 4 129 19 4 143

sensors). The figure 3(c) shows a typical trajectory of brain actuated robot.
After 5 and 3 days of initial training with the interface, the users achieved a
satisfactory level of performance (correct recognition was above 65% while the
errors were below 7% - the remaining were ‘unknown’ response) (see Figure 3(d)).
Table 3.1 gives the time in seconds necessary to generate the desired trajectories
in three different trials for the two participants comparing mental control and
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Table 2. Comparison of bit-rate of online classification with static initial classifier.

Session # Static initial classifier Online classification

1 0.29 1.44
2 0.20 1.41
3 0.14 1.34
4 0.18 1.34

Average 0.20 ± .06 1.38±0.05

mannual control. Remarkably, trial duration for mental control was comparable
with mannual control. On average, brain-actuated control of the robot takes only
35% longer than manual control for both the participants. The figure 3(d) shows
the performance curve two users. First, a clear improvement can be observed
during the first day (sessions 2 to 4), with an excellent performance. Second, the
performance degrades at the beginning of second day (session 5) but recovers
at the end. This shows difficulty of generalizing from one day to the next due
to natural variability of brain signals. This variability can be compensated by
incorporating online-learning as discussed in following paragraphs.

The variability of EEG signal within a session and from session to session
is due to several factors including the background activity, fatigue and concen-
tration levels, and intentional change of subject’s strategy. This means that the
classifier designed with past data might not perform well for the present or fu-
ture data. To deal with this problem, IBCI applies adaptive algorithms that are
constantly tuned to the subject. These techniques improve the performance of
the BCI system allowing the subject to learn to use BCI more effectively. We
first build classifier with the past data and then, as new EEG is obtained during
the use of the BCI, we use it for updating the classifier (for more details, refer
[1] [6]).

The studies on online learning are performed on offl ine data collected during
brain-actuated robot control. The improvements in terms of the bit-rate com-
paring static initial and adaptive classifier are shown in table 3.1 (bit rate is
channel capacity as explained in [29]). The online classification rates are much
higher than the static classifiers. Moreover, the classifiers obtained at the end of
each session (i.e. that were modified online throughout the experiment) outper-
forms the initial classifier.

From the above brain-actuated robot application, and consistent with the
AmI principles, we conclude that, 1) fusing of knowledge of the human user
and intelligent robot allows for effective human-computer interaction; 2) apart
from using shared knowledge and contextual information, the error recovery
(achieved by using feedback in the present case) is also important for successful
control; 3) online adaption of the intelligent system will improve the interaction
performance.
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Fig. 4. A schematic of shared control system

3.2 Brain actuated wheelchair

The recent studies of the IBCI in collaboration with KV Leuven under the frame-
work of the European project MAIA (http://www.maia-project.org) aim at the
development of a brain-actuated wheelchair that can provide mobility directly
through mental control. An autonomous controller embedded in the wheelchair
could serve help paralyzed patient for navigation. However, the subject might
lose the feeling of continuous control with such a controller. The loss of inde-
pendence is undesirable and therefore, shared control between the user and the
controller is more suitable [35]. IBCI’s design for such a system has three ba-
sic elements [35] [41], 1) adaptive shared controller that fuses the human and
wheelchair decisions in a Bayesian way for better steering commands , 2) context
information from the model of environment for filtering out unlikely decisions
taken by the classifier and 3) assistive behaviors (collision avoidance (A0) ob-
stacle avoidance(A1), and orientation recovery (A2)) based on the model of
environment (e.g., openings in a corridor). See Figure 4 for the architecture of
shared control of brain-actuated wheelchair.

Similar to the brain-actuated robot control, user can steer the wheelchair
by issuing three discrete mental commands. The induced EEG rhythms (power
spectrum density computed over one second in a selected subset of electrodes and
frequency bands [14]) due to these mental commands are classified by a statis-
tical Gaussian classifier whose outputs are posterior probabilities for the device
commands ( move forward, turn left and turn right). The asynchronous BCI sys-
tem responds every 0.5 seconds by sending these probability distribution of the
three mental commands to the shared controller which are then translated into
steering commands (i.e., translational (ν) and rotational (ω) velocity). Instead of
directly executing the user’s steering commands, the shared control system takes
environmental situation into account which is registered through a laser scan-
ner. With this knowledge, the controller triggers one of the assistive behaviors
using a winner-takes-all method (e.g., if the user steers too close to an obstacle,
an avoidance behavior of the shared control is activated to prevent collision).
Studies with the adaptive shared control are illustrated in figure 5(b). Without
A2, the subject makes unnecessary loops while navigating (refer to [35]). The
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(a)

(b)

(c)

(d) (e)

Fig. 5. (a) The subject wearing an electroencephalogram (EEG) sensor cap maneu-
vering the robotic wheelchair through a natural indoor environment. The visible are
the sensors of the robotic platform: a laser range scanner in front and sonar sensors
are visible at the lower part of the wheelchair, (b) Average navigation time with and
without orientation recovery (A2) for sessions 1 and 2. (c) Average of velocity during
five training days. The lower line represents the performance without context filter
and the upper one represents the average velocity when the context filter is active.
(d) Wheelchair trajectory in a different environment without context filtering. (e) A
trajectory of a session with context filtering (the figure reproduced from [41]).

average elapsed time and average distance travelled (refer to [35] and [41]) also
reduced significantly in navigating towards the goal.

Since the mental command recognition is not perfect we need to correct them
using environmental context. This is archived by adding a context filter to adap-
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tive shared controller. The controller estimates the environmental context for
detecting illogical steering signals. The context filtering in three steps. First, the
context estimation is performed by defining a general, a-priory known model
of the user intention (e.g., smooth and efficient forward navigation through the
environment) on one hand and a constant automatic estimation of the environ-
mental situation on the other hand. The situations were modelled as the number
and location of openings (i.e. wide, open spaces through which user might safely
navigate). Second, each opening represents a general direction in which the user
might opt to continue his travel. With the knowledge of current situation, a
probability distribution concerning the possible user actions were built. Third,
the intelligent controller combines the probability distributions of the statistical
classifier of BCI system and probability distribution generated from the envi-
ronmental knowledge, so as to get a better estimation of the user’s local steering
intent.

The performance of the context filtering is also tested in terms of velocity of
maneuvering (see figure 5(c)). Inspire of the fact that the user’s driving skills
improve gradually, both with and without context filtering, activation of this
feature allow the user to steer faster in early stages of training. Figure 5(d)
shows a trajectory performed without context filtering. We can see that there
are many-nearby collisions (collisions won’t happen due to A1), resulting in a
rather jaggered path. Enabling context filter results in smoother trajectories,
although near-collisions still occur (see figure 5(e)). More results on context
filtering are described in [41].

4 Cognitive state recognition: Towards empathic devices

Cognition is a mental process of knowing, including aspects such as awareness,
perception, reasoning, and judgment. An empathic agent is a cognizant that
comprehends needs, feelings, problems and views of humans and responds to
them. Recently, IBCI group started investigating on the use of brain signals
related to cognitive process for boosting the IBCI performance. By implementing
recognition of cognitive states, the IBCI becomes a basic empathic agent. In
particular the group is investigating on using “ user’s awareness of machine’s
error” and “ human anticipatory states” .

4.1 Decoding human awareness of machine error

BCIs are prone to errors in the recognition of user’s intent from his mental
commands. As in the human-human interaction, an elegant way of improving
the BCI performance is to use a verification procedure directly based on presence
of error related potentials (ErrP) in the brain activity. ErrP is a potential elicited
after presenting the feedback of an error as response which is clearly detected
in FCz and Cz electrode (see figures 6(a) and 6(b)). Several studies show the
presence of this potential in typical choice reaction tasks when the subject makes
mistake by himself. At IDIAP, in the context of BCI, we have shown that ErrPs
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are elicited even when error is made by the interface during the recognition of
subject’s intension. Ferrez and Millán termed this type of ErrP as interaction-
E rrP [11] [12], as it is elicited by the presentation of feedback indicating incorrect
response of simulated BCI.

Furthermore, we are interested in how ErrP can be used to improve the per-
formance of a BCI. As shown in the Figure 6(c), after translating the subject’s
intention form his mental command, into control command for the robot, the
BCI provides a feedback of it, which will be executed only if no ErrP follows
the feedback (see figure 6(c)). In this new interaction method, the challenge is
to recognize the ErrP on single trials. After characterization of these potentials,
we have developed classification technique that archive successful recognition
of these potentials (up to 80% correct classification of ErrP and up to 83% of
correct trials [11]). In addition, this type of interaction improves the bit-rate
of the BCI system by 28% for three-class problem and by 72% for two-class
problem(see [11] for more detailed results).

4.2 Decoding human anticipation

Animals have the ability to anticipate to upcoming events given a predictive
model. In particular, in humans, the EEG correlates of anticipation are well
known, and one of such signal is Contingent Negative Variation (CNV). CNV is
an increasing negative shift of the cortical electrical potential associated with an-
ticipated response to an external stimulus. It is therefore interpreted as both an
expectation related potential and anticipation related potential [38] [42]. Recog-
nition of CNV can be used for implementing shared knowledge of the human user
and a semi-autonomous system in making final decisions. For example, a robotic
wheelchair facing a dining-table can not decide by itself whether to dock to it
or to avoid it (i.e., obstacle avoidance behavior). But, the presence or absence
of anticipation related potentials in the subject’s EEG will allow the wheelchair
to make a final decision. The question that we are addressing in this section is
that, “Is it possible for machines to predict human anticipation to particular
events? ”.

We study changes in the CNV depending on the task-dependent relevance of
external stimulus (S1) in a classical Go/NoGo CNV paradigm. In “Go” condi-
tion, the subject is instructed to anticipate to imperative stimulus (S2) and press
a key on its arrival and in “NoGo” condition, the subject instructed to do noth-
ing. On-line recognition of such changes provides information that can be used by
the semi-autonomous system in situations when it is not able to make reliable
decisions. Grand averages of potentials recorded in CNV Go/NoGo paradigm
is shown in figure 6(d). These potentials are classified using a simple Linear
Discriminant Analysis (LDA) classifier. The results show that the anticipatory
potentials can be classified up to an accuracy of 70% at least 0.5 sec before the
subject presses a key.

The recognition of ErrP and anticipatory signals from the EEG introduces
empathic capabilities in the BCI system. Thus, we show the feasibility of de-
signing empathic devices that can predict human actions, judgements and needs
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directly brain signals. Further, the implementation of other emotive states recog-
nition, such as attention, alarms, frustration and confusion will improve empathic
capabilities of our BCI system.

5 Conclusions and future work

In this paper we have introduced several applications of the IDIAP BCI (IBCI).
In particular this paper shows how these applications successfully integrate de-
sign principles from human-centered approaches for intelligent interaction in the
domain of Brain Computer interfaces. Namely, we have shown how the described
IBCI systems are endowed with 1) Shared knowledge, 2) communication error
recovery and 3) contextual information. These principles are consistant with
from AmI design criteria and allows for the robust performance of the IBCI
systems by showing strong evidence of the potential synergy between AmI and
BCI research.

Sharing the knowledge between the human user and robot perception of en-
vironment is achieved by using FSA for the brain-actuated control of a robot.
In the case of brain-actuated wheelchair, it is achieved by combining the prob-
ability distributions inferred by the Gaussian classifier from the user’s mental
commands with those inferred from the environment by the wheelchair sensors.
We have shown two possible methods for communication recovery, 1) by giving
a feedback of the recognized mental commands to the user so that he can change
his mental commands in case of error, and 2) with the use of interaction-ErrP.
We have also shown that context filtering of illogical mental commands inferred
by the interface improves the driving performance of the wheelchair. The recent
work of IBCI team shows a way to improve empathic capabilities of a machine
by using human cognitive state recognition (e.g., recognition of ErrPs and an-
ticipation related potentials). These capabilities can be improved by recognizing
other cognitive and emotive states such as attentional level, frustration, alarm,
and confusion.

In summary, IBCI research shows the feasibility of developing systems that
have an enhanced comprehension of human’s cognitive and emotive states es-
tablishing boosted intelligent human-machine interactions. The synergy between
AmI and BCI research will permit to develop empathic systems and environ-
ments, providing tools for making human-machine interaction more resemblance
to human-human interactions.
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(a) (b)

(c)

(d)

Fig. 6. (a) Position of Fz, FCz and Cz electrodes with respect to Anterior Cingulate
Cortex (ACC) which is the origin of ErrP (b) Average of the difference (error-minus
correct) between the potentials of error and correct trials at Cz electrode. (c) BCI based
on ‘Interaction ErrP’. The BCI user receives visual feedback of indicating the output
of the classification engine before the actual execution of the associated command(e.g.,
”turn-left”). If the feedback elicits an ErrP, this command is simply ignored and the
robot will stay executing the previous command (right). Otherwise, the command is
sent to the robot (left). (d) Contingent Negative Variation with a classical Go/ NoGo
task: external stimulus (S1) appears at time “0” secs, and imperative stimulus (S2)
appears at “3.25” secs. The upper line is average of NoGo trials and lower line is
average of Go trials. On the top, the scalp topography of CNV is shown at time 2.75
secs.
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Abstract. This p ap er addresses the dev elop ment of an adap tiv e coop -
erativ e agent in a domain that suff ers from human error in the alloca-
tion of attention. The design is discussed of a comp onent of this adap tiv e
agent, called Human A ttention-Based Task A llocator (HA BTA ), cap able
of managing agent and human attention. The HA BTA -comp onent real-
locates the human’s and agent’s focus of attention to task s or objects
based on an estimation of the current human allocation of attention and
by comp arison of this estimation w ith certain normativ e rules. The main
contribution of the p resent p ap er is the descrip tion of the combined ap -
p roach of design and validation for the dev elop ment of such comp onents.
Tw o comp lementary exp eriments of v alidation of HA BTA are described.
The fi rst exp eriment v alidates the model of human attention that is in-
corp orated in HA BTA , comp aring estimations of the model w ith those of
humans. The second exp eriment v alidates the HA BTA -comp onent itself,
measuring its eff ect in terms of human-agent team p erformance, trust,
and reliance. Finally , some intermediary results of the fi rst exp eriment
are show n, using human data in the domain of nav al w arfare.

1 Introdu ction

S everal ch alleng es can b e id entifi ed fo r w o rk o n future naval p latfo rm s. Info rm a-
tio n vo lum es fo r navig atio n, sy stem m o nito ring , and tactical task s w ill increase
as th e c o m p lex ity o f th e internal and ex ternal enviro nm ent also increases [1 ].
T h e trend o f red uced m anning is ex p ected to c o ntinue as a result o f ec o no m ic
p ressures and h um ans w ill b e resp o nsib le fo r m o re task s, task s w ith increased
lo ad , and task s w ith w h ich th ey w ill h ave less ex p erience. Pro b lem s w ith atten-
tio n allo catio n are m o re lik ely to o c cur w h en m o re h as to b e d o ne w ith less.
T o avo id th ese attentio n allo catio n p ro b lem s, in th is p ap er it is p ro p o sed th at
h um ans are sup p o rted b y c o o p erative ag ents cap ab le o f m anag ing th eir o w n and
th e h um an’s allo catio n o f attentio n. It is ex p ected th at th ese attentio n m anag ers
h ave a sig nifi cant p o sitive im p act: w h en attentio nal sw itch es b etw een task s o r
o b jects are o ften so lic ited , w h ere th e h um an’s lack o f ex p erience w ith th e envi-
ro nm ent m ak es it h ard er fo r th em to select th e ap p ro p riate attentio nal fo cus, o r
w h ere an inap p ro p riate selectio n o f attentio nal fo cus m ay cause serio us d am ag e.
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In domains like air traffic control (ATC) or naval tactical picture compilation
these properties are found, even when the people involved are experienced.

The present study discusses the design and validation of a component of
an adaptive agent, called Human Attention-Based Task Allocator (HABTA),
capable of managing agent and human attention. This component is based on two
cognitive models: one that describes the current allocation of a humans attention
and one that prescribes the way his attention should be allocated. If there is a
discrepancy between the output of the two models, H AB TA reallocates the tasks
between the human and the agent, for instance depending on certain rules the
human and agent agreed upon. Models of attention or situation awareness have
already been developed and used to predict faults in attention allocation (e.g.,
the SE E V model [2 ]), but less is known about how they can be used to initiate
agent adaptation, or automatic task reallocation more specifically. F urthermore,
since in many domains (like ATC) it is the tasks altogether rather than mere
visual stimuli that eventually req uire allocation of attention, the design and
validation discussed in this paper is more focused on cognitive rather than visual
attention. O ff course the mentioned tasks also req uire visual attention, but all
the time. Still other applied models mainly focus on visual attention. F inally,
the applicability of a H AB TA-based agent has not yet been investigated either.

This paper consists of the following sections. In Section 2 the psychological
background of human error in the allocation of attention in the domain of naval
warfare is shortly described. The understanding of these errors is important for
the management of attention allocation. In Section 3 the design req uirements
of an agent-component Human Attention-Based Task Allocator (HABTA) are
given. These req uirements enable the agent to support the human-agent team
by managing attention allocation of the human and the agent.

The main contribution of the present paper is the description of the combined
approach of design and validation for the development of applied cooperative
agent-components. In Section 4 , two complementary methods of experimental
validation against the in Section 3 stated design req uirements are described. The
first experiment validates the model of human attention that is incorporated in
a H AB TA-component. The validity of the model is determined by comparison of
the model’s and human’s estimation of human attention allocation. The second
experiment validates the H AB TA-component itself, measuring its eff ect in terms
of human-agent team performance, trust, and reliance. In Section 5 intermediary
results of a pilot study are shown as a means to discuss the first experiment
described in Section 4 , using human data in the domain of naval warfare. In
Section 6 the paper ends with concluding remarks and ideas for future research.

2 Human Error in the Allocation of Attention

As is mentioned in the introduction, the domain chosen in this research is naval
warfare. O ne of the important tasks in naval warfare is the continuous compi-
lation of a tactical picture of the situation (see for a description in more detail
[3 ]). In a picture compilation task operators have to classify contacts that are
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represented on a radar display. The contacts can be classified as hostile, neu-
tral or friendly, based on certain identification criteria (idcrits). Tactical picture
compilation is known for its problems in the allocation of attention. To be able
to identify contacts, contacts have to be monitored over time. This requires at-
tention, but resources of attention are limited. W hen a task demands a lot of
attention, less attentional resources are available for other tasks (e.g., [4, 5]. In
general, two kinds of problems with human attention allocation can be distin-
guished: underallocation of attention and overallocation of attention.

Underallocation of attention means that tasks or objects that need attention
do not receive enough attention from the operator. O verallocation of attention
is the opposite: tasks or objects that do not need attention do receive attention.
Overallocation of attention to one set of tasks may result in underattention to
other tasks. Both under- and overallocation of attention can lead to errors. Expe-
rience, training, and interface design can improve these limitations, but only to
a certain level. Efforts have been done, for example, to fuse tactical information
on displays [6]. To be able to investigate whether a support system for attention
allocation, like HABTA, can overcome these limitations of attention, it is impor-
tant to understand these types of errors and more specifically in the domain of
naval warfare. In Section 2.1 and 2.2, examples of errors of under- and overal-
location when performing a tactical picture compilation task and their possible
causes are described.

2.1 Underallocation of Attention

U nderallocation of attention means that some objects or tasks receive less at-
tention than they need according to certain normative rules for the task to be
performed. U nderallocation of attention occurs because of limited resources of
attention or because of an incorrect assessment of the task.

W hen performing a tactical picture compilation task, operators have to mon-
itor a radar screen where the surrounding contacts are represented as icons. The
contacts on the screen have to be classified as neutral, hostile or friendly based
on observed criteria. This is a complex task and it is essential that attention is
allocated to the right objects. Inexperienced operators often allocate too little
attention to contacts that they have previously classified as neutral [7 ]. W hen
the behavior of these contacts changes to that of a hostile contact, this may
not be observed because of underallocation of attention to those contacts. One
reason for this could be that identity changes are not expected by the opera-
tor due to the fact that people are too confident in their identified contacts.
Another reason might be that changes in relevant behavior of contacts are not
salient enough to be observed without paying direct attention to those objects.
U nderallocation of attention to objects may also occur because of a lack of an-
ticipatory thinking. This is the cognitive ability to prepare in time for problems
and opportunities. In a picture compilation task, classification of contacts that
are expected to come close to the own ship have priority over those that are not
expected to come close. The reason for this is that there is less need to identify
contacts when the own ship is out of sensor and weapon range of those contacts.
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Therefore, inexperienced operators often direct their attention only to objects
in the direction the ship is currently heading. When unexpected course change
is needed because of emerging threats, the ship is sometimes headed toward an
area with contacts that are not yet classified [7].

2.2 Overallocation of Attention

Apart from underallocation, overallocation of human attention is also a com-
mon problem. Overallocation of attention means that some objects receive more
attention than needed according to certain normative rules. Overallocation of
attention can occur for example, when operators overestimate the importance of
a set of objects or tasks, while underestimating the importance of other objects
or tasks. This occurs for example, when some contacts act like distractors and
perform salient behavior. Comparable to visual search tasks where objects with
salient features generate a pop-out effect (e.g., [8 ]), those contacts directly attract
the attention of the operator (bottom-up). Especially inexperienced operators
overrate those salient cues and allocate too much attention to those contacts [7].
Another possibility is that irrelevant behavior of objects is highly salient due
to the manner information is presented on the interface. For instance, when a
contact’s behavior is unexpected, but not threatening, attention is unnecessarily
drawn to this contact. In this case, the correct and quick application of identi-
fication rules will result in neutral identity and resources become available for
the identification of other contacts.

3 Design Requirements

The goal of the efforts described is to come to a generic methodology for de-
veloping a component for an agent that supports humans with the appropriate
allocation of attention in a domain that suffers from human error in the alloca-
tion of attention. As mentioned in Section 2, human attention allocation is prone
to two types of errors with several possibilities as causes, such as inexperience
and information overload.

In this section the design requirements of an agent-component is described
that enables agents to determine whether objects or tasks that are required to
receive attention indeed do receive attention, either by the human or the agent,
and to intervene accordingly. The component is called an Human Attention-
Based Task Allocator (HABTA)-component, since it bases its decisions to in-
tervene on estimations of h uman attention and intervenes by reallocating tasks
to either human or agent. It is expected that the combined task performance
of the human-agent team will be optimized when the agent consists of such a
HABTA-component. This work builds forth on earlier work. In [9 ] some of the
possibilities are already discussed of dynamically triggering task allocation for
tasks requiring visual attention, and in [10 , 11] the real-time estimation of human
attentional processes in the domain of naval warfare is already discussed.

32



Properly stated design requirements are important for the design of effec-
tive agent-systems for a certain purpose and for validating whether the design
meets the requirements for that purpose. A HABTA-component has four design
requirements, which are the following:

1. It should have a descriptive model, meaning an accurate model of what
objects or tasks in the task environment receive the human’s attention,

2. It should have a prescriptive or normative model, meaning an accurate model
of what objects require attention for optimal task performance,

3. It should be able to reliably determine whether actual attention allocation
differs too much from the required attention allocation,

4. It should be able to support by redirecting attention or by taking over tasks
such that task performance is improved.

In Fig. 1 the design overview of a HABTA-component is shown that corre-
sponds to the above design requirements. The setting in this particular overview

Descriptive model Prescriptive model

@
@R

�
�	

C ompare

?
R eallocate tasks

>threshold

Fig. 1. Design overview of a HABTA-component for a future integrated command
and control environment. The discrepancies between the output of the descriptive and
prescriptive model result in a reallocation of tasks. The workstation shown in the
pictures is the Basic-T [12].

is a naval officer behind an advanced future integrated command and control
workstation and compiling a tactical picture of the situation. If the agent coop-
eratively assists the officer, than the agent should have a descriptive (R equire-
ment 1) and normative model (R equirement 2). When the operator allocates his
attention to certain objects or tasks that also require to receive attention, the
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outcome of both models should be comparable. This means that output of the
models should not differ more than a certain threshold. The output of the two
models in the example shown in Fig. 1 are clearly different: in the left image,
the operator is attending to different objects and corresponding tasks than the
right image indicates as being required (see arrows). Because of this discrepancy,
which the HABTA-component should be able to determine (Requirement 3), an
adaptive reaction by the agent is triggered (Requirement 4). This means that,
for instance, the agent either will draw attention to the proper region or task
through the workstation, or it will allocate its own attention to this region and
starts executing the tasks related to that region, for the given situation.

To prevent that HABTA-based support results in automation surprises, the
human-agent team should be able to make and adjust agreements about how
they work as a team. It may be, for example, that the human does not want to
be disturbed, and the agent is supposed to allocate tasks solely to itself. This
option requires a higher form of autonomous task execution by the agent. The
other possibility is that the human wants to stay in control as much as possible
and therefore only wants to be alerted by the agent to attend to a certain region
or execute a certain task. The choice of the agent’s autonomy or assertiveness
can also depend on a certain estimate of the urgency for reallocating tasks.
In the case of tactical picture compilation, human and agent should agree on
whether the agent is allowed to take over identification tasks for contacts that
are overlooked or not.

On the one hand, the human may be preferred to be dealing with an arbitrary
region or task, because the human may have certain relevant background knowl-
edge the agent does not have. But on the other hand, the human is not preferred
to be allocated to all objects or tasks at once, because, in a complex scenario, he
has limited attentional resources. Hence humans cannot be in complete control,
given the fact that both human and agent need each other. Optimal performance
is only reached when human and agent work together as a team. Human-agent
team work is expected to be effective when the right support is provided at the
right time and in the right way. An obvious goal, but there are some potential
obstacles in achieving it. Descriptive and prescriptive (normative) models of at-
tention allocation may be inaccurate. Objects that require or receive attention
may not be in the output of the descriptive or normative models, respectively.
Similarly, objects that do not require or receive attention may be in the output
of the models. The agent may conclude that descriptive and normative models
differ when they do not, and vice versa. The system may be assertive and wrong,
or withholding but right. Attention may be redirected to the wrong region or
the wrong set of objects, or tasks are taken over by the agent that should be
taken over by the human. Because of the complexity of these consequences of the
above design requirements, both the validity of the model and the effectiveness of
the agent’s HABTA-component should be investigated and iteratively improved.
This procedure of investigation and improvement is described in Section 4.
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4 Validation

As described in Section 3, HABTA-components require a descriptive and pre-
scriptive model of attention to support attention allocation of humans in complex
tasks. Before HABTA-components can be used to support humans, they have to
be validated. Validation is the process of determining the degree to which a (cog-
nitive) model is an accurate description of human (cognitive) phenomena from
the perspective of the intended use of the model. Again referring to Section 3, for
the intended use mentioned in this paper, this means that HABTA-components
have to meet the design requirements (1– 4) in Section 3.

In the near future two experiments will be carried out to validate a HABTA-
component. In Experiment 1 the descriptive model will be validated and opti-
mized (Requirement 1). This experiment aims at determining the sensitivity (d′)
of the model by comparing it with data retrieved from human subjects execut-
ing a complex task that causes problems with attention allocation. Based on the
results of the experiment, the d

′ of the model can be improved by optimizing it
off-line against a random part of the same data. It is expected that the higher
d

′, the better the HABTA-component will be able to support the human. If the
d

′ of the descriptive model is not high enough, the HABTA-component will sup-
port at the wrong moments and for the wrong reasons, which obviously leads to
low performance, trust, and acceptance. In Experiment 2 the applicability of the
(improved) descriptive model for attention allocation support is tested (Require-
ments 2– 4). It will be investigated if the support of an agent with the HABTA-
component leads to better performance than without HABTA-component.

The remainder of this section is composed of three parts. In Section 4.1
the task that will be used in the above mentioned experiments is described in
more detail. After that, the specific experimental design and measurements of the
experiments are described in Sections 4.2 and 4.3, respectively. Both experiments
still have to be carried out. Preliminary results from a pilot of Experiment 1 will
be described in Section 5.

4.1 Task Description

The task used in both experiments is a simple version of the identification task
described in [13] that has to be executed in order to buildup a tactical picture
of the situation. In Fig. 2 a snapshot of the interface of the task environment
is shown.3 The goal is to identify the five most threatening contacts (ships). In
order to do this, participants have to monitor a radar display where contacts
in the surrounding areas are displayed. To determine if a contact is a possible
threat, different criteria have to be used. These criteria are the identification
criteria (idcrits) that are also used in naval warfare, but are simplified in order
to let naive participants learn them more easily. These simplified criteria are the
speed, heading, bearing, and distance of a contact to the own ship, and whether
the contact is in a sea lane or not. When the participant clicks on a contact with

3 A full color variant of Fig. 2 can be found at [14].
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Fig. 2. The interface of the used simplified task environment based on [13]. The green
lanes are sea lanes. The blue circle labeled with “ Van Nes” represents the own ship.

the right mouse button this information is displayed. If a participant concludes
that a ship is a possible threat or not, he can change the color of the contacts by
clicking with the left mouse button on the contact. Contacts can be identified
as either a threat (red), possible threat (yellow), or no threat (green). It is not
necessary that all contacts are identified. Only the five most threatening have
to be identified as a threat (marked as red). The other types of identification
(possible threat and no threat) are used to assist the participant in his task.
When a contact is marked as green, this means no direct attention is needed.
When a contact is marked as yellow, this contact has to be checked regularly to
decide if the contact is still no threat. The task has to be performed as accurately
as possible. Contacts that are wrongfully identified as a threat will result in a
lower score. Performance is determined by the accurateness, averaged over time,
of the contacts that are identified as the five most threatening contacts during
the task. Behavior of each contact can change during the task and therefore the
soundness of classifications (which is not communicated to the participant) may
change over time. For instance, a contact can suddenly come closer to the own
ship, get out of a sea lane, speedup, or change its bearing or heading.

For Experiment 2 (see Section 4.3) the task is extended to one that includes
the support of the HABTA-based agent. The support agent is capable of doing
the same as the operator, except with limited background knowledge and there-
fore limited performance per object. In order to simulate this aspect, for each
participant, the measured average performance per contact in Experiment 1 is
used in order to set the performance of the agent. The agent can be given a list
of objects provided by the its HABTA-component and compile a tactical picture
related to those objects.
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4.2 Experiment 1: Validation of the Descriptive Model

In Experiment 1 participants perform the task as described in the previous
section without support of the agent. The same scenario will be used for all
participants. Before the actual task starts, the task will be explained thoroughly
to the participants. The task will be illustrated by using different examples to
be sure that the participants understand the task and how to decide if a contact
is a threat based on the different criteria. All participants have to perform a
test to check if they sufficiently understood the rules of classifying the contacts.
If they do not perform well, i.e. their score is blow 80% , they receive extra
instructions and another test. Also the possible second test has to be performed
with a success rate of above or equal to 80% . Then they have to perform a
practice trial in which they have to apply the learned rules. After this they get
instructions of how to behave when there during the experimental interventions
while they are executing their task. This is practiced as well several times, after
which the actual experiment begins.

During the task, different variables are measured to determine the d
′ of the

model and to be able to iteratively improve the model afterwards. The following
variables will be measured: eye movements, performance, mental workload and
at different points in time participants have to mark contacts that received atten-
tion according to the participant. The performance and mental workload mea-
sures are used as a baseline for comparing the performance and mental workload
of the task with and without using the HABTA-component (see Experiment 2).
In order to measure the variables, at random moments (varying from 4–6 min-
utes) the scenario is frozen. During a freeze, the participants have to click on
the contacts to which, in their opinion, they had allocated their attention the
moment right before the scenario was frozen. The participants also have to moti-
vate why those contacts are selected. Directly after the participant has selected
the contacts, mental workload is measured during the same freezes. For this,
the mental workload scale from [15] is used (BSMI). On a scale from 0 (not at
all strenuous) to 150 (very strenuous) the mental workload of the task has to
be indicated. Performance and eye movements of the participants are measured
during the task, by calculation according to the rules described in Section 4.1
and by eye-tracker recording, respectively. The patterns of the eye movements
(what objects are looked at through time) are compared with the contacts that
received attention before the freezes, according to the participant. This is done
to be sure that the participants were able to select the objects that received their
attention. Those contacts that got a considerate amount of gaze fixations, are
expected to have received attention.4 If the participants do not mention those
contacts, it is expected that they are not good at selecting the proper contacts.

After the experiment is performed, the contacts selected by the participants
during the freezes are matched with the output of the model in a simulation.
The calculation of d

′ provides information about the sensitivity of the model,
i.e. whether the model is able to accurately describe the participant’s dynamics

4 Note that this does not hold vice versa, which would otherwise mean that attention
in complex scenarios is easily described using solely fixation data.
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of attention allocation. Information about performance, workload, and the de-
scription of the participants why contacts are selected, is expected to be valuable
for determining in what cases the percentage true positives (hits) is high and
percentage false positives (false alarms) is low, which in turn can be used to
improve the sensitivity of the model. See Section 5 for the illustration of this
process.

4.3 Experiment 2: Validation of the HABTA-Based Support

In Experiment 2 the applicability of the model for supporting attention allocation
is tested. The same task as in Experiment 1 has to be performed, except this
time the participant is supported by the agent of which the HABTA-component
is part of. When there is a discrepancy between the descriptive and prescriptive
model, higher than a certain threshold (see Fig. 1), the agent will support the
human by either performing the task for the participant or by drawing attention
to the contact that should receive attention. Different variables are measured
to determine the excess value of the HABTA-based support. Performance and
mental workload are measured in the same way as in Experiment 1. Furthermore,
trust and acceptance are measured at the end of the scenario.

In order to determine the effectiveness of an agent, it is also important to
measure trust and acceptance of that agent and to investigate what factors in-
fl uence trust and acceptance. Trust and acceptance indicate whether people will
actually use the agent. For instance, it says something about whether people will
follow the advice of the agent, in the case the agent provides advice. Validated
questionnaires are adjusted to be able to measure trust and acceptance in adap-
tive systems. The trust questionnaire is based on the questionnaire of [16]. An
example of a question on this questionnaire is: “ Is the agent reliable enough? ” .
The acceptance questionnaire is based on the questionnaire of [17] and [18]. An
example of a question on this questionnaire is: “ Is the support of the agent useful
for me? ” . The trust and acceptance scores are expected to provide more insight
in the results of the experiment. If trust in and acceptance of the agent is low,
people will not follow any suggestions made by the agent.

The performance and mental workload without a HABTA-based agent will
be compared with those with a HABTA-based agent, using the results of Exper-
iment 1 as a baseline. This is one of the reasons that the same participants are
used as in Experiment 1. The other reason is that the measured performance
in Experiment 1 is used for setting the performance of the agent. For Experi-
ment 2, it is expected that performance is higher and mental workload is lower
when supported with HATBA.

5 Intermediary Results

In this section preliminary results of the experiments described in Section 4 are
shown based on a pilot study for Experiment 1, using one arbitrary participant.
The actual experiment will be performed with more participants. The pilot is
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primarily meant to explore the applicability of the experimental method of Ex-
periment 1 to the given task. It is also meant as an illustration of the form
and dynamics of the participant’s and model’s estimation of human allocation
of attention. Finally, it is used as a basis for a better understanding of the pos-
sibilities of HABTA-based support, which is important for a proper preparation
and performing of Experiment 2. This is because this type of support is required
in the experimental setup of Experiment 2.

In the pilot study, the participant was required to execute the identification
task and to select contacts during the freezes. In contrast with the procedure
during the actual experiment, no questions concerning the participant’s cogni-
tive workload or motivation for the selected contacts were asked. In Fig. 2 the
interface right before a freeze is shown. During a freeze both the participant and
the model had to indicate their estimation of what contacts the attention of the
participant was allocated to. In the situation presented in Fig.2, the participant
selected contacts 101238, 101252, 101236, 101338, 101230, 101292, 101294, and
101327. Between every two freezes certain events can cause the participant to
change the allocation of his attention to other attention demanding regions. The
preceding course of events of the situation in Fig.2 clearly caused the partici-
pant to attend to the contacts close to his own ship “Van N es”. If the model
made a proper estimation of the participant’s allocation of attention, the se-
lected contacts by the participant would resemble those selected by the model.
Consequently, the performance of the model is best determined by means of the
calculation of the overall overlap of the participant’s and model’s selection of
contacts. This calculation is explained below.

There are four possible outcomes when comparing the participant’s and
model’s selection of contacts, namely, a Hit, False Alarm, Correct Rejection,
and Miss. The counts of these outcomes can be set out in a 2× 2 confusion ma-
trix. Tab. 1 is such a confusion matrix, where T and F are the total amount of
the participant’s selected and not selected contacts, respectively, and T ′ and F ′

are the total amount of the model’s selected and not selected contacts, respec-
tively. The ratios of all the possible outcomes are represented by H, FA , C R ,

Participant

t f total

M o d e l
t′ Hits False Alarms T ′

f ′ M isses Correct Rejections F ′

total T F

T able 1. Confusion matrix of the participant’s and model’s estimation of the allocation
of attention.

and M , respectively. A higher H and C R , and a lower FA and M , leads to a
more appropriate estimation by the model. This is the case because the selected
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contacts by the model then have a higher resemblance with those selected by the
participant. Furthermore, a higher T ′ leads to a higher H, but, unfortunately,
also to a higher FA. Something similar holds for F ′. The value of T ′ therefore
should depend on the trade-off between the costs and benefits of these different
outcomes.

In Fig. 3 the 15 × 10 × 1 output of the model for the situation presented
in Fig. 2 is shown. If the estimated attention on the z-axis, called Attention
Value (AV ), is higher than a certain threshold, which is in this case set to .035,
the contact is selected and otherwise it is not. The different values of AV are
normally distributed over the (x,y)-plane. The threshold is dependent on the
total amount of contacts the participant is expected to allocate attention to
[10]. The AV -distribution in Fig. 3 results in the selection of contacts 101235,
101238, 101252, 101236, 101292, 101230, 101338, and 101260. Using this selection
and the selected contacts by the participant, for each contact, the particular
outcome can be determined. For each freeze, if one counts the number of the
different outcomes, a confusion matrix can be constructed and the respective
ratios can be calculated. For Fig. 3, for example, these ratios are H = 6

8
= 0.750,

FA = 2

19
= 0.105, CR = 17

19
= 0.895, and M = 2

8
= 0.250, respectively.

To study the performance of models Receiver-Operating Characteristics (ROC)
graphs are commonly used. A ROC-space is defined by FA as the x- and H as
the y-axis, which depicts relative trade-offs between the costs and benefits of the
model. Every (FA,H)-pair of each confusion matrix represents one point in the
ROC-space. Since the model is intended to estimate the participant’s allocation
of attention for each freeze and participant, this means that for N participants
and M freezes, there are NM points in the ROC-space.

Once all points have been scatter plotted in the ROC-space, a fit of an isosen-
sitivity curve leads to an estimate of the d′ of the model. Isosentitivity corre-
sponds to:

d′ = z(H) − z(FA)

where d′ is constant along the curve and z(x) is the z-score of x.5 Larger absolute
values of d′ mean that the model is more specific and sensitive to the participant’s
estimation (and thus has a higher performance). If d′ is near or below zero, this
indicates the model’s performance is equal to or below chance, respectively. If
there does not exist a proper fit of a isosensitivity curve, the area under the
curve (AUC) can also be used as a model validity estimate. In non-parametric
statistics the ROC-graph is determined by the data and not by a predefined
curve. If the different values of H and FA appear to be normally distributed,
the d′ can be obtained from a z-table. In this case, the (FA,H)-pair from Fig. 3
results in d′ = 1.927. Which is a fairly good score.

5 The z-score reveals how many units of the standard deviation a case is above or
below the mean:

z(xi) =
xi − µx

σx

where µx is the mean, σx the standard deviation of the variable x, and xi a raw
score.
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Fig. 3. The output of the model for the situation shown in Fig. 2. The black dots are
the selected contacts by the model. Bigger dots mean that there are more contacts on
the respective coordinates.
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6 Conclusion and discussion

This paper describes the development of an adaptive cooperative agent to sup-
port humans while performing tasks where errors in the allocation of attention
occur. In general, human attention allocation is prone to two types of errors:
over- and underallocation of attention. Several factors may cause over- or un-
derallocation of attention, such as inexperience and information overload. The
design is discussed of a component of an agent, called Human Attention-Based
Task Allocator (HABTA), that is capable of detecting human error in the alloca-
tion of attention and acts accordingly by reallocating tasks between the human
and the agent. In this way the HABTA-based agent manages human and agent
attention, causing the performance of the human-agent team to increase. The de-
velopment of such an agent requires extensive and iterative research. The agent’s
internal structure, i.e. the models describing and prescribing human attention
allocation and the support mechanism that is based on those models, has to
be validated. In this paper, two experimental designs are described to validate
the internal of the agent. The first experiment aims at validating the model of
human attention allocation (descriptive model) and the second experiment aims
at validating the HABTA-component as a whole, incorporating a prescriptive
model and support mechanism.

The results from the pilot of the first experiment presented in this paper
have proven to be useful, but the actual experiments still have to be performed.
Therefore, future research will focus on the performance and analysis of these
experiments. It is expected that the accuracy of the model can be increased
hereafter, however 100% accurateness will not be attainable. The results of the
first experiment will show if the variables indeed provide enough information to
improve the accurateness of the model.

With respect to the second experiment, one might argue to add another
variant of support, such as one that is configurated by the participant itself.
The participant will then do the same as HABTA does, which might result
in him being a fair competitor for HABTA. In this way the effectiveness of
HABTA-based support can be studied more convincingly, comparing human-
agent performance when either the participant or the agent is managing attention
allocation. Deciding on this will be subject in the near future.

If the agent does not support the human at the right time and in the right
way, this might influence trust and acceptance of the agent. It is interesting
to investigate whether an observable and adjustable internal structure of the
agent improves trust and acceptance of the system (see for instance [19] in these
proceedings). This also needs further research.

In this paper the development and validation of a normative model (prescrip-
tive model) is not described. Validation of this model is important, as it is also a
crucial part of the HABTA-component. Errors in this model will lead to support
at the wrong time and this will influence performance, trust, and acceptance.
Further research is needed in order to develop and validate normative models.
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Finally, in general, agent-components have more value when they can be
easily adjusted for other applications. It is therefore interesting to see whether

H A B T A -b ased support can b e applied in other dom ains as well.

7 Acknowledgments

T his research was funded b y the D utch M inistry of D efense under progr. nr.

V 5 2 4 . T he authors would lik e to thank A nneriek e H euv elink , H arm en L afeb er,

J an T reur, K im K ranenb org, M arc G rootjen, T ib or B osse, T jerk de G reef, and

W illem v an D oesb urg for their contrib ution and helpful com m ents.

R eferences

1. G ro o tje n , M ., N e e rin c x , M .: O p e ra to r lo a d m a n a g e m e n t d u rin g ta sk e x e c u tio n in
p ro c e ss c o n tro l. In : H u m a n F a c to rs Im p a c t o n S h ip D e sig n . (2 0 0 5 )

2 . W ick e n s, C ., M c C a rle y , J ., A le x a n d e r, A ., T h o m a s, L ., A m b in d e r, M ., Z h e n g , S .:
A tte n tio n -situ a tio n a w a re n e ss (a -sa ) m o d e l o f p ilo t e rro r. T e ch n ic a l R e p o rt A H F D -
0 4 -15 / N A S A -0 4 -5 , U n iv e rsity o f Illin o is H u m a n F a c to rs D iv isio n (2 0 0 5 )

3 . C h a lm e rs, B .A ., W e b b , R .D .G ., K e e b le , R .: M o d e lin g sh ip b o a rd ta c tic a l p ic tu re
c o m p ila tio n . In : P ro c e e d in g s o f th e F ifth In te rn a tio n a l C o n fe re n c e o n In fo rm a tio n
F u sio n . V o lu m e 2 ., S u n n y v a le , C A , In te rn a tio n a l S o c ie ty o f In fo rm a tio n F u sio n
(2 0 0 2 ) 12 9 2 – 12 9 9

4 . K a h n e m a n , D .: A tte n tio n a n d e ff o rt. P re n tic e H a ll, E n g le w o o d s C liff s, N J (19 7 3 )
5 . W ick e n s, C .: P ro c e ssin g re so u rc e s in a tte n tio n . V a rie tie s o f a tte n tio n (19 8 4 )
6 . S te in b e rg , A .: S ta n d a rd isa tio n in d a ta fu sio n . In : P ro c e e d in g s o f E u ro fu sio n ’9 9 :

In te rn a tio n a l C o n fe re n c e o n D a ta F u sio n , U K , S tra tfo rd -U p o n -A v o n (19 9 9 ) 2 6 9 –
2 7 7

7 . V e rk u ijle n , R .P .M ., M u lle r, T .J .: A c tio n sp e e d ta c tic a l tra in e r re v ie w . T e ch n ic a l
re p o rt, T N O H u m a n F a c to rs (2 0 0 7 )

8 . T re ism a n , A .: T h e p e rc e p tio n o f fe a tu re s a n d o b je c ts. A tte n tio n : A w a re n e ss,
se le c tio n , a n d c o n tro l (19 9 3 )

9 . B o sse , T ., D o e sb u rg , W .v ., M a a n e n , P .-P . v a n , T re u r, J .: A u g m e n te d m e ta c o g n i-
tio n a d d re ssin g d y n a m ic a llo c a tio n o f ta sk s re q u irin g v isu a l a tte n tio n . In S ch m o r-
ro w , D .D ., R e e v e s, L .M ., e d s.: P ro c e e d in g s o f th e T h ird In te rn a tio n a l C o n fe re n c e
o n A u g m e n te d C o g n itio n (A C I) a n d 12 th In te rn a tio n a l C o n fe re n c e o n H u m a n -
C o m p u te r In te ra c tio n (H C I’0 7 ). V o lu m e 4 5 6 5 o f L e c tu re N o te s in C o m p u te r S c i-
e n c e ., S p rin g e r V e rla g (2 0 0 7 )

10 . B o sse , T ., M a a n e n , P .-P . v a n , T re u r, J .: A c o g n itiv e m o d e l fo r v isu a l a tte n tio n a n d
its a p p lic a tio n . In N ish id a , T ., e d .: P ro c e e d in g s o f th e 2 0 0 6 IE E E / W IC / A C M In -
te rn a tio n a l C o n fe re n c e o n In te llig e n t A g e n t T e ch n o lo g y (IA T -0 6 ), IE E E C o m p u te r
S o c ie ty P re ss (2 0 0 6 ) 2 5 5 – 2 6 2

11. B o sse , T ., M a a n e n , P .-P . v a n , T re u r, J .: T e m p o ra l d iff e re n tia tio n o f a tte n tio n a l
p ro c e sse s. In V o sn ia d o u , S ., K a y se r, D ., e d s.: P ro c e e d in g s o f th e S e c o n d E u -
ro p e a n C o g n itiv e S c ie n c e C o n fe re n c e (E u ro C o g S c i’0 7 ), IE E E C o m p u te r S o c ie ty
P re ss (2 0 0 7 ) 8 4 2 – 8 4 7

12 . A rc isz e w sk i, H ., D e lft, J .v .: A u to m a te d c re w su p p o rt in th e c o m m a n d c e n tre o f
a n a v a l v e sse l. In : P ro c e e d in g s o f th e 10 th In te rn a tio n a l C o m m a n d a n d C o n tro l
R e se a rch a n d T e ch n o lo g y S y m p o siu m . (2 0 0 5 )

43



13. Heuvelink, A., Both, F.: Boa: A cognitive tactical picture compilation agent. In:
Proceedings of the 2007 IEEE/WIC/ACM International Conference on Intelligent
Agent Technology (IAT 2007), IEEE Computer Society Press (2007) forthcoming

14. http://www.few.vu.nl/∼pp/public/vanmaanendekoningvandongen-AmI07.pdf
15. Zijlstra, F.R.H., Doorn, L.v.: The Construction of a Scale to Measure Perceived

Effort. Department of Philosophy and Social Sciences, Delft University of Tech-
nology, Delft, The Netherlands (1985)

16. Madson, M., Gregor, S.: Measuring human-computer trust. In: Proceedings of the
Australasian Conference on Information Systems. (2000)

17. Venkatesh, V., Morris, M.G., Davis, G.B., Davis, F.D.: User acceptance of infor-
mation technology: Toward a unifi ed view. MIS Q uarterly 27(3) (2003) 425–478

18. Davis, F.D.: Perceived usefulness, perceived ease of use, and user acceptance of
information technology. MIS Q uarterly 1 3 (3) (1989) 319–340

19. Mioch, T., Harbers, M., van Doesburg, W.A., van den Bosch, K.: Enhancing
human understanding through intelligent explanations. In: Proceedings of the
First International Workshop on Human Aspects in Ambient Intelligence, Springer
Verlag (2007) forthcoming

44



Affective Human Factors Design with Ambient
Intelligence

Jianxin (Roger) Jiao, Qianli Xu and Jun Du

School of Mechanical & Aerospace Engineering,
Nanyang Technological University, Singapore

jiao@pmail.ntu.edu.sg

Abstract. The need to include customer’s affective needs in product design
presents a new direction beyond tradtional human factors and ergonomics.
While the human-product interactions have been extensively studied, the
interactions of these elements with the ambience have been largely ignored.
This gives rise to a nascent research perspective called affective human factors
design, which aims at addressing human’s emotional responses and aspirations
and to achieve aesthetic appreciation and pleasurable experience through
human-product-ambience interactions. This paper presents a framework of
affective human factors design with ambient intelligence to achieve the
extensive interactions among these elements. Ambient intelligence establishes a
multidisciplinary technology core that incorporates affective design, human
factors and ergonomics, product development, and specific application sectors.
A few application scenarios reveal the most important characteristics and
emerging trends in this research area.

Keywords: Affective Design, Human Factors, Ambient Intelligence.

1 Introduction

The interaction between human factors and design is a common theme in the literature
and a constant challenge in the practical working-out of human use issues in the
design of products and systems. It is suggested that the discourse has moved on from
the goal of merely attaining system usability [1]. The ‘new’ human factors must
further support designs that address peoples’ emotional responses and aspirations,
whereas usability alone still demands a great deal of attention in both research and
practice. Consideration of these needs has generally fallen within the designer’s
sphere of activities, through the designer’s holistic contribution to the aesthetic and
functional dimensions of human-product interactions. They have thus tended to be
interpreted and explored through creative, subjective design processes rather than
through the application of analytical, objectively determined methods. Such a
rationale of product design represents a nascent research perspective, namely affective
human factors design.

Affective human factors design originates from the field of human-computer
interaction and more specifically from the developing area of affective computing. It
used to address the delivering of affective interfaces capable of eliciting certain
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emotional experiences from users. Similarly, affective product design attempts to
define the subjective emotional relationships between consumers and products, and to
explore the affective properties that products intend to communicate through their
physical attributes. It aims to deliver artifacts capable of eliciting maximum
physiopsychological pleasure that consumers may obtain through all of their senses.

The fulfillment of affective design necessities a new dimension beyond the
traditional human-product interactions, namely the ambience. Accordingly, a coherent
consideration of the interactions between product, human, and ambience suggests to
be more profound for the discipline of affective human factors. Such a consideration
is in line with the wisdom of product ecosystems [2], which essentially entails a
scenario of affective design of the entire system with customer experience in the loop
(Fig. 1). Products can interact with its ambience and such an interaction influences the
customer’s perceptions due to the particular context created. Hence, affect is a
combination of two elements, namely customer perception and customer experience.
Accordingly, the aim of affective design is to address human’s emotional responses
and aspirations, and to achieve aesthetic appreciation and pleasurable experience
through human-product-ambience interactions.

Fig. 1. Interactions between human, product, and ambience in a product ecosystem

However, it remains a challenging task to model and evaluate product ecosystems
with considerations of affective human factors. Above all, the construction of a
product ecosystem requires extensive human-product-ambience interactions, which
could not be realized without advanced product technologies and enhanced analytical
methods. In this respect, ambient intelligence suggests itself to be a promising
solution to product ecosystem design. It takes the integration provided by ubiquitous
and pervasive computing one step further to realize context-aware environments that
are sensitive and responsive to the presence of people [3].

Considering the challenges of affective human factors design and the opportunities
provided by ambient intelligence, this paper aims at developing a comprehensive
solution framework of affective design with ambient intelligence by incorporating
human factors and ergonomics, information and communication technologies,
engineering design, product innovation, and social and psychological sciences.
Section 2 presents the overall structure of the framework. The major technical issues
and the proposed solution strategies are discussed in Section 3, together with
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application examples for illustrating the rationale. Summary and possible research
directions are discussed in the last section.

2 A Framework of Affective Human Factors Design

The key issue of affective human factors design with ambient intelligence
manifests itself through the development and utilization of electronic intelligent
environments that are sensitive and responsive to the presence of people. This
research explores the potential of applying ambient intelligence technologies for the
enhancement of acquisition, analysis, and fulfillment of affective customer needs. In
particular, the proposed framework is geared towards the following goals: (1)
examine the feasibility and potential of ambient intelligence concept and establish the
frame of references in the respective affective human factors design domains; (2)
identify fundamental issues and formulate a technological roadmap of affective
human factors design research.

Fig. 2. Framework of the affective human factors design with ambient intelligence
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Towards this end, a comprehensive technical framework is proposed, as shown in
Fig. 2. This framework features a technology core of ambient intelligence in support
of affective human factors design. It expands in four domain areas, including affective
design, human factors and ergonomics, product development, and the specific
application sectors. Among them, affective design and human factors and ergonomics
define the problem context and the fundamental requirements of product ecosystem
design. Product development accommodates the traditional engineering
considerations in design and production. The application sectors provide various
scenarios with respect to the particular requirements. Innovative solutions to affective
human factors design may be developed by taking useful ingredients from these
multiple disciplines.

3 Fundamental Issues

3.1 Ambient Intelligence

The strength of an ambient intelligence environment is to support affective design
with context-aware adaptive applications. With ambient intelligence embedded in the
product ecosystem, the behaviors and reactions of the customers can be captured in
real time without interrupting the customers’ normal activities. In this regard, a multi-
layer ambient intelligence architecture is proposed as shown in Fig. 3. Different layers
serve to link low-level details (hardware layers) with high-level view (software
layers). The major responsibilities of each layer are discusses next.

Fig. 3. A multi-layer ambient intelligence environment for affective design

48



• The bottom level layer is composed of domestic devices that comprise
diverse virtual reality-enabled affective use cases such as home appliances in
a living room or kitchen.

• A control device layer is defined to add a computing unit at the domestic
device layer in order to obtain a particular application of pervasive
computing.

• The control network hardware layer allows the interconnection among
control devices, and thus satisfying ubiquitous communication.

• The control network abstraction layer is designed based on fuzzy markup
language and is used to integrate different standards used to realize the
control network layer.

• The ad hoc agent-based core middleware layer resorts to mobile agent
technologies and is responsible of allocating the limited computation
resources to numerous devices.

• At the top service level, various techniques, such as virtual reality, use case,
data mining, mobile commerce, etc., are used to improve the elicitation of
customers’ affective needs and mapping of these needs to affective design
elements.

3.2 Affective Design

A general roadmap can be established in terms of a series of affective mapping
processes, including affective needs elicitation, analysis, and fulfillment. A few major
issues and solution strategies are discussed next.

3.2.1 Affective Needs

As mentioned earlier, affect refers to customer’s psychological response to the
perceptual design details (e.g. styling) of the product [12]. Affect is a basis for the
formation of human values and human judgment. For this reason, it might be argued
that models of product design that do not consider affect are essentially weakened
[13]. However, it has been difficult for customers to articulate the affective needs,
and hence for designers to understand these needs. Such difficulties could be
alleviated by well-defined semantic ontology and various analytical techniques, such
as data mining [17] and conjoint analysis [10].

3.2.2 Semantic Ontology

The purpose of semantic ontology is to describe the affective needs that are
communicable among customers and designers from different sectors using a limited
number of terminologies that are as small as possible but comprehensive enough to
cover the majority aspects of affective design. Each type of product ecosystem is
supported by a set of affective terminology/taxonomy based on different customer
requirements with respect to the particular product systems (e.g., automobile, living
room, shopping mall, etc.). The development of semantics starts with customer
survey, preferably carried out in an ambient intelligence-enabled environment. Next,
semantic scales can be constructed for product ecosystem evaluation, which involves
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the collection of a large number of descriptive words for the product ecosystem, and
the clustering of the words that are similar in meaning into categories [14]. From each
category, one or several words are chosen to represent the category and be used on a
semantic scale in order to evaluate the product ecosystem. Finally, the semantic scale
assessment can be interpreted by domain experts to delineate the usage of the
terminologies.

3.2.3 Citarasa Engineering

Citarasa engineering is a new methodology that integrates cognition and affect in
uncovering customer needs [15]. Cita is a Malay word that denotes intent, hope,
aspiration, and expectation that are cognitively-linked, while rasa indicates taste and
feels that is related to affect/emotion. While affect refers to feeling responds,
cognition is used to interpret, make sense of, and understand user experience [16].
Citarasa engineering hosts a combination of techniques that will be applied in the
elicitation of customer needs, measurement of customer satisfaction, the identification
of mapping relationship between customer needs and design elements, and the design
of product portfolio to fulfill the customer needs.

3.2.4 Kansei Engineering

Developed in Japan from the 1970s, Kansei engineering is a technology for translating
a consumer’s feeling and image of a product into design elements [7]. Kansei in the
Japanese language contrasts with Chisei. It is the subjective feeling and aesthetic
aspect of customers’ mindset, as opposed to Chisei’s rational knowledge set. Both
together determine how people interact with the environment around them.

While Kansei words excel in describing affective needs, the mapping relationships
between Kansei words and design elements are often not clearly available throughout
the innovation process of industrial design. Designers are often not aware of the
underlying coupling and interrelationships among various design elements in regard
to the achievement of customers’ affective satisfaction. It is necessary to discern
customer needs and product specifications, and as a result the mapping problem in
between is the key issue in ‘design for customers’. This leads to that affective design
involves not only general fields of engineering design and industrial design, but also a
number of issues related to the system-wide operations.

3.3 Human Factors and Ergonomics

Human factors and ergonomics have traditionally concerned with cause and effect
relations between products and human performance, as measured by responses to
tasks or by physical pain. With considerations of affective needs, it is expanding its
remit to include emotional relations with the phrase ‘cause and affect’, in contrast to
effect [19]. Research in this area requires extensive investigation of human-product
interactions.
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3.3.1 Human- or User-Centered Design

Human- or user-centered design process for interactive systems stands for the title of
ISO 13407/1999. It supports managers of hardware and software design projects, and
reflects realization of the importance of users in human-computer interface design [4].
As shown in Fig. 4, it advocates specifying the context of use for an identified need,
translating that to requirements, producing and evaluating design solutions, and
iterating until a satisfactory solution is attained. It implies a process but does not offer
the methods for use within it. Its context is purely focused usability ergonomics; but it
could likewise be applied to tackle affective issues.

Fig. 4. Human/User-center design processes for affective design

3.3.2 Use Case

A use case is a popular technique for capturing functional requirements of systems. It
allows description of sequences of events that, taken together, lead to a system doing
something useful [5]. Each use case provides one or more scenarios that convey how
the system should interact with the users (called actors) to achieve a specific business
goal or function. Use case actors may be end users or other systems. Within the
context of affective design, use cases are employed to build up testing scenarios for
probing a user’s tangible and intangible requirements via interacting with the product
and its operating environment.

3.3.3 Usability Testing

Usability testing is a useful tool of measuring how well people can use a product and
interact with the environment. Usability testing generally involves a controlled
experiment to determine to what extent the users respond in terms of time, accuracy,
recall, and emotional response. The results of the first test can be treated as a baseline
or control measurement, whilst all subsequent tests can be compared with the baseline
to justify improvement [6].
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3.4 Product Development

Affective human factors design generally involves two stages: to understand
customers’ affective needs and subsequently to fulfill these needs in terms of product
and system design, as shown in Fig. 5. While existing methods are mostly devoted to
the first stage, the translation of affective needs into the product and system is even
more challenging a task. In most cases, it is very hard to capture the customers’
affective needs due to their linguistic origins. Since subjective impressions are
difficult to translate into verbal descriptions, affective needs are relatively short-
lasting emotional states and tend to be imprecise and ambiguous. Sometimes, without
any technical experience, the customers do not know what they really want until their
preferences are violated. In practice, customers, marketing folks and designers always
employ different sets of context to express their understanding of affect information.
Differences in semantics and terminology impair the coherence of transferring
affective needs effectively from customers to designers. Furthermore, the sender-
receiver problem which may arise during the communication process between
customers and designers is a further reason leading to the misconception of customer
affective needs.
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Fig. 5. The domain mapping process underlying affective product development

Inherently, affective human factors are subjective and mostly perception-based. To
support affective design, these affective needs must be able to be manipulated during
product design, that is, quantifiably in analytical forms. To rectify such deficiency in
traditional human factors and ergonomics methods, it is necessary to adopt well
established techniques of customer modeling and analysis from the business field,
such as marketing research and product positioning. More specifically, discrete choice
models will be applied to analyze customer behaviors and interactions with the
product [8]. To alleviate difficulties in measure affect, utility theories [9] and conjoint
analysis [10] are introduced to quantify customer-perceived value of affective design.

Another important area of understanding customers is user innovation, which has
received limited attention in the current practice of affective design. User innovation
refers to innovations developed by consumers and end users, rather than
manufacturers. Von Hippel has discovered that most products and services are
actually developed by users, who then give ideas to manufacturers [11]. This is
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because products are developed to meet the widest possible need. When individual
users face problems that the majority of consumers do not, they have no choice but to
develop their own modifications to existing products, or entirely new products, to
solve their issues. Often, user innovations will share their ideas with manufacturers in
hopes of having them produce the product – a process called free revealing. Built
upon the popular lead user method, this project will further develop business and
service models, incorporating with human-product-ambience interactions.

3.5 Application Scenarios

While affective design generally refers to the broad affective aspects of human
factors, this research targets solid research programs by scrutinizing a concrete
problem context. Considering the emerging trend of industries moving to mass
customization and personalization, this research addresses the important situation of
product customization and user personalization [18]. Consumer electronics products
are deemed to be most indicative for this trend, and thus become one focus of this
study. Vehicle design has many ingredients of customer affective needs. As a useful
startup, this research investigates the interior design of the living compartment of a
truck cab. Other commercial applications may be manifested through, for example,
cabin comfortableness of passengers/patrons and attendants, such as an airplane, train,
yacht, subway, exhibition hall, shopping mall, and alike.

3.5.1. iHome

An example of application scenario is developed by Philips Homelab, namely iHome,
in which ‘i’ refers to the ‘my’ factor and an ‘intelligent’ sense of customization
involving both the product and the ambience
(http://www.research.philips.com/technologies/misc/homelab/). As shown in Fig. 6,
examples of iHome may be the affective design of home appliances within a kitchen,
living room, or restroom. Each of these scenarios can be constructed as virtual reality-
enabled use cases in an ambient intelligence environment, through which various
aspects of affective design can be explored. Within an iHome ambient intelligence
environment, an affective design application is enacted as a coherent service system,
including hardware and software, along with physical, media, or digital products.
Various system-wide solutions can be further examined with respect to many business
and service concerns.

3.5.2. Truck Cab

The interior design of truck cockpits involves both the product and the ambience
through human interactions. In an effort to elicited customer affective needs, a mixed-
reality environment has been installed with surveillance systems embedded (Fig. 7).
The mixed-reality environment is used to simulate and rapidly reconstruct the actual
truck cab environment at low cost. The surveillance system is used to capture
customer response without interrupting the customer experience.
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Fig. 6. Affective design with ambient intelligence application scenario: iHome

Fig. 7. Ambient intelligence environment of truck cab

Based on the system, a number of affective descriptors are elicited and categorized,
forming the vehicle affective needs ontology, an excerpt of which is shown in Table
1. The elements for constructing the truck cab ecosystem are defined as customizable
design elements to be included in different versions of the actual products. Typical
design elements are listed in Table 2. These results will be used in the ongoing project
for defining the mapping relationship between customers’ affective needs and design
elements, as well as product configuration design considering producer production
capabilities.
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Table 1. Definition of affective needs of truck cab

Affective needs Definition Affective needs Definition
Durable durable Soft soft

long-lasting silky
hard-wearing tender
… …

Solid solid Spacious ample
firm wide
hard not-cramped
… …

Table 2. Design elements for truck cab ecosystem

Code Description Figure Code Description Figure

Y1 Interior
color_blue

Y6 Panel for switches

Y2 Interior
color_yellow

Y7 Bracket for mobile
phone

Y3 Interior
color_grey

Y8 Reading lamp

Y4 Curtain
color_blue

Y9 Fridge under bed

Y5 Curtain
color_yellow

Y10 Fridge in rear shelf

4 Concluding Remark

The proposed framework approaches affective design from an interdisciplinary
perspective. To overcome the limitations of existing methods, the affective design
with ambient intelligence framework orchestras relevant solutions from such fields as
human factors and ergonomics, information and communication technologies, product
innovation, industrial design, as well as business and management. Affective human
factors have been traditionally dealt with in human factors and ergonomics with focus
on the human-product interactions only. This research identifies an important
dimension, namely interactions with the ambience, which has received very limited
attention. In this regard, human-product-ambience interactions become the main
theme of affective design, and in turn the main challenge is how to bring the
environment dimension into the affective design horizon. Realizing the unique
strength and potential of ubiquitous and pervasive computing, this research proposes
to incorporate ambience intelligence into the affective design process, and thus
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enables the modeling of product ecosystems. Therefore, the proposed framework
enriches the affective design problem context itself.

Main technical challenges are associated with the need of an ambient intelligence
environment to support affective design. A few typical features to be realized in such
an environment include:

Embedded: Since many devices are plugged into the network, the resulting system
consists of multiple devices, computing equipment, and software systems that must
interact with one another. Some of the devices are simple sensors, while others may
be actuators owning a crunch of control activities within an ambient intelligence
environment (e.g., central heating, security systems, lightning systems, washing
machines, refrigerators, etc.). The strong heterogeneity makes difficult a uniformed
policy-based management among diverse user interactions and services.

Context aware: A fundamental role of ambient intelligence is the capability of
context sensing. This central concept of context awareness represents the possibility
for the ambient intelligence system of biasing itself and its reactions to the
environment. This means knowledge of many statically- and dynamically-changing
parameters in relation to consciousness. In particular, affective design involves
intensive user-centered contextual data, which necessitates the exploitation of
relationships between the human concept of consciousness and the ambient
intelligence idea of context.

Personalized: An ambient intelligence environment is supposed to be designed for
people instead of generic users. This means that the system should be flexible enough
to tailor itself to meet individual human needs. This is because affective design
always involves highly customized products and personalized environments.

Adaptive: The affective design with ambient intelligence system, being sensible to
the user’s feedback, is capable to modify the corresponding actions have been or will
be performed. This is consistent with the mass customization situation, where
customers always want to make informed decisions of their own.
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Abstract. T h e “ im plem enta tion” a nd use of sm a rt h om e tech nology
to length en independent living of non-instutiona lized elderly h a ve not
a lways b een fl awless. T h e purpose of th is study is to sh ow th a t prob -
lem s with sm a rt h om e tech nology ca n b e pa rtia lly a scrib ed to diff er-
ences in perception of th e sta k eh olders involved. T h e perceptua l worlds
of ca regivers, ca re receivers, a nd designers va ry due to diff erences in b a ck -
ground a nd experiences. T o decrea se th e perceptua l diff erences b etween
th e sta k eh olders, we propose a n a na lysis of th e expected a nd experienced
eff ects of sm a rt h om e tech nology for ea ch group. For designers th e eff ects
will involve eff ective goa ls, ca regivers a re m a inly interested in eff ects on
work loa d a nd q ua lity of ca re, wh ile ca re receivers a re infl uenced b y us-
a b ility eff ects. M a k ing ea ch sta k eh older awa re of th e experienced a nd
expected eff ects of th e oth er sta k eh olders m a y b roa den th eir perspec-
tives a nd m a y lea d to m ore successful im plem enta tions of sm a rt h om e
tech nology, a nd tech nology in genera l.

Keywords: sma rt h ome tech nolog y , perception, tech nolog y a c cepta nce

1 Introdu ction

T h e most importa nt d ev elopments in soc iety for sma rt h ome tech nolog y a re
th e soc ia liz a tion of c a re, ex tra mu ra liz a tion, a nd a g eing [1 ]. Soc ia liz a tion of c a re
mea ns th a t people in need of c a re a re no long er concentra ted in la rg e-sc a le insti-
tu tions, b u t a re retu rned a fu ll-fl ed g ed pla ce w ith in soc iety . Instea d of concen-
tra ting on people’s d isa b ilities, one look s a t a person’s possib ilities. Su pporting
a g ing a d u lts to sta y in th eir h omes ind epend ently for a long er period of time
conced es to th e w ish es a nd need s of ma ny people in need of c a re, a iming for
a n improv ement of q u a lity of liv ing a nd d a ily life. E x tra mu ra liz a tion lea d s to
less intra mu ra l resid entia l fa c ilities, rema rk a b ly more sma ll-sc a le ex tra mu ra l fa -
c ilities, b u t a lso to (re)new (ed ) org a niz a tion of serv ices a nd a n inc rea sed u se of
tech nolog ic a l resou rces. Ad d itiona lly , a g eing pla y s a n importa nt role. T h e fa c t
th a t th e a mou nt of eld erly people is g row ing , a nd people b ecome old er a s w ell,

59



leads to an enormous increase of care demand. The demand for houses for the
elderly, for care, and for services will therefore grow in the coming years, while
a shortage in care personnel is expected. The use of smart home technology to
support independent living is hereby inevitable [2 ].

2 Multidisciplinary Stakeholders

Introducing smart home technology in care settings involves more than a tech-
nological innovation. It comprises of new processes and organisational changes.
These changes all have to occur within regulations and fi nancial rules that are
most likely not adjusted to the use of technology. The stakeholders involved in
the process of implementing smart home technology in extramural care setting
therefore consist of: designers, care receivers, caregivers, care institutions, service
providers, housing corporations, insurance companies, and the government. The
perceptual worlds of these stakeholders vary due to diff erences in background
and experiences, which lead to diff erent interpretations on how smart home tech-
nology can be helpful in supporting independent living of elderly people.

In this paper we focus on the perception of the caregiver, the care receiver,
and the designer. P roblems in the interaction between the user or end-user and
the technology can partially be ascribed to the design, which indicates the im-
portance of considering both the care receiver’s perception and the designer’s
perception. The caregiver, however, is also expected to be a user of smart home
technology, and as the care processes also have to be taken into account, we
consider the caregiver as third stakeholder.

2.1 The Care Receiver

Care receivers, in our case elderly people, are often considered as technofobic. Al-
though this perspective does not apply to all elderly people, and is remonstrated
by several studies (e.g. [3 ,4 ]), we believe elderly care receivers are less keen on new
technologies than young people are and show lower technology usage rates [5 ].
O ne of the reasons for this technofobic perspective might be “ self preservation” .
Elderly people have to deal with more and more limitations due to the ageing
process, which make them more vulnerable and dependent than before. As older
adults have less experience with computers and other (new) technologies [5 ],
they are confronted with their (cognitive) limitations when they have to work
with it, which makes them more afraid of making mistakes. Their (computer)
anxiety results in unutilised chances to live and function independently [5 ], or
to be enabled and empowered by technological possibilities [6 ]. Elderly people
may therefore seem peevish and conservative, as they do not want their current
life to be influenced too much by external factors.

An older person appears to become less technofobic when he or she knows
and understands the usefulness of the technology [7 ]. U nfortunately, older adults
often do not realise what advantages technology can bring them [5 , 6 ]. P roper
guidance and information when new (smart home) technology is introduced and
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used is therefore important to let the older care receiver get a positive view on
the technology, and realise the possible benefits of it.

2.2 The Caregiver

Although most caregivers are younger than the care receivers, caregivers are also
known for their technophobia. This reluctance towards technology can partially
be explained by the caring character of caregivers. People who choose for care
delivery or nursing as a professional occupation often prefer working with people
who need them. G iving away personal contact, through a technology interven-
tion, raises an aversion. Even in situations where technology replaces physical
presence by virtual presence, like telecare, the caregiver gets the feeling he or
she has to renounce that which is experienced as “caring”. Caregivers also ex-
perience a reduction in time spent with clients as a direct decrease in quality
of care [8 ]. According to caregivers’ perception, technological developments that
are cost-cutting - and are developed for that purpose - result in a loss of quality
of care. R aappana et al. [8 ] state that technology and care service are commonly
not felt as being connected, which results in unwillingness by caregivers to use
technology, and diffi culties when new technologies are introduced. This percep-
tion may be due to a lack of abilities and skills among caregivers, which leads to
feelings of incapability, with decreased work motivation and distress as a result.
F ortunately, caregivers are willing to see utilisation of a safety system as part
of their professional care skills - unlike the use of a personal computer as such -
and describe technology as a positive change in the (quality of) work [8 ].

Even though the study by R aappana et al. shows that safety technology is
viewed as useful, the implementation of smart home technology results in extra
work for caregivers. The caregivers’ unfamiliarity with the technology, the lack
of skills among care substitutes, along with an increased number of false alarms,
result in time-consuming efforts for caregivers. This indicates the importance
of professional training to reduce both the expected and the experienced extra
workload of the caregivers. Another concern of caregivers is that they expect
elderly people to become even more lonely when technology is introduced into
the care process. H owever, screen-to-screen contact may increase social contacts
among elderly and between elderly and the community or their relatives. This
emphasises the importance of proper guidance and training for caregivers when
smart home technology is introduced. The use of (care)technology should ac-
tually become part of care education, in which both usage and implications of
smart home technology are taught. Besides, by means of good orientation on
useful technologies most negative effects that caregivers experience can be elim-
inated.

The idea that all care workers are reluctant towards using technology needs
some nuances. In a study among care workers by L yons et al. [9 ] administrators
appear to judge computers much more positively than physicians and nurses do,
not surprisingly as computers were first introduced in the administration work
field. Physicians, however, declare to be unmotivated to learn how to use com-
puters, while nurses feel insecure and perceive the computer as a barrier between
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themselves and their clients. Especially the differences between managers and
the nursing staff is of importance, as decisions - on the use of technology - are
mostly taken by managers, without much consultation with those people who
have to work with it later.

2.3 The Designer

The designer, on the other hand, is nothing but technofobic. This, at the same
time, is his weakest point. For a technician it is hard to imagine the perceptual
world of a technofobic user. The focus of the designer is mainly on the func-
tionality of the technology, achieving the effective goals. The advantage of this
focus is that the designer is well-aware of the benefits that the technology can
bring. However, due to an often experienced vocabulary difference between the
designer and the users and end-users (e.g. [10 ]), the designer may not be able
to convince the technofobic (end)users of the usefulness and the benefits that
smart home technology can have.

3 Perceptual Differences on Prevention and Privacy

b etw een C aregivers and C are R eceivers

Prior to the implementation of smart home technology in care processes, a de-
cision is made on the proper technologies which the care receiver needs. These
decisions, however, are often made by the managers, based on recommendations
by technicians, and have resulted in choices that were not in accordance with
the actual needs of the care receiver [11, 12]. The reasons for the perceptual
differences are explained here.

As mentioned before, caregivers are known for their caring character. In their
perception, the care receiver is most important, but this also means that no risks
will be taken. This protective view, possibly also due to a need for controllability,
may in some cases result in situation that are too safe, in which elderly people
are insufficiently stimulated to undertake actions by themselves and thus stay
independent. Elderly people who move to a care facility often show a great
regression in their functioning and their abilities, due to the increased support
in comparison with the home situation. One of the goals of the caregivers should
therefore be: continuation and stimulation of the independence and autonomy
of the care receiver. Becker [13] refers to this inevitable change as “making
care humane”. He considers caregivers as the “suppliers of human luck”. The
protective mentality of caregivers also results in the protection of privacy of the
care receivers. Caregivers are well-aware of the fact that people who are in need
of care always have to deal with a loss of privacy. Protecting the remaining part
of their privacy is one of the main issues for caregivers. Several studies, however,
have shown that people in need of care are willing to lose some privacy if they
get more independence or quality of life in return [14,15].

In the study by K earns et al. [14] the perspectives of 6 focus groups, including
elderly nursing home residents, volunteer caregivers, care staff, medical surgical
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Fig. 1. Demonstration room with smart home technology: (a) Alarm unit; (b)
Telemedicine monitoring system; (c) Touch screen with electronic patient fi le.

staff, and engineers, were combined to find requirements of elopement manage-
ment systems. Although all focus groups agreed on the use of a non-stigmatizing
device to attach to a wanderer (an inconspicuous device should, for instance,
resemble a necklace or a watch), there was a different perception on the use of
an implanted “tracking chip”. The elderly focus group was less reluctant towards
using an implanted chip than expected. When privacy and ethics were brought
up by the researcher, it was quickly diminished as secondary. Apparently safety
and independence are more important to elderly people than privacy. Kearns et
al. refer to this as the liberating role of technology.

In a study by Willems [15] both elderly people and caregivers were asked to
interpret the smart home technology available in a demonstration facility. One of
the rooms of the demonstration facility is depicted in Fig. 1. The study showed
that caregivers are more focussed on safety and security technology that may
prevent harm and injuries, while elderly people are more eager to agree on care
technology. Although the elderly subjects found an alarm unit useful for safety
issues, they did not believe it would be necessary for them. This finding can be
explained by the negative stigmatizing association that seems to overrule the
positive safety effect of an alarm unit. On the other hand, elderly people are
willing to hand in some of their privacy in order to facilitate the care giving
process. Caregivers only agreed on the technology when they were sure the care
receivers fully accepted the technology.

There is clearly a different interpretation between caregivers and care re-
ceivers in how smart home technology can be helpful supporting independent
living of elderly people. While “implantables” seem accepted by the elderly,
caregivers as well as researchers [16] believe that even more common technology
applications likethe use of cameras for remote monitoring of people with mental
disabilities is ethically not acceptable. Caregivers should realise that in situations
where cameras are used to increase the safety and independence of the mentally
disabled, care receivers will probably agree on the use of cameras despite the loss
of privacy. The lack of concern about privacy might be ascribed to technological
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and social developments, such as cell phone networks, cameras in public spaces,
blogs and home videos on the world wide web, and reality television shows like
“Big Brother”. Privacy is becoming a global good, and in some situations less
relevant than safety.

Another explanation for the different perceptions between caregivers and
care receivers, may be the fact that caregivers have certain habits that do not
always correspond to the clients’ needs [17]. As the care giving process often
does not involve technology use, caregivers may react quite reluctant towards
the implementation of smart home technology, and its accompanying procedures.
This preference for care giving in the way people are accustomed to irrespective
of care receivers’ needs, does also apply to situations in which technology is used.
Patient lifts, for instance, are often used in situations where clients actually do
not need a lift yet [18]. Apparently caregivers accept those technologies they
are accustomed to in care giving situations. These technologies, however, are
often prescribed by protocols in which the labour conditions are set, which are
rigidly applied to all situations (independent of client needs). Caregivers should
better deviate from routines and make use of only those technologies, including
new ones, that serve the needs of the care receiver. To implement smart home
technology properly, caregivers have to become aware of their habits by analysing
their perceptions and their way of acting.

Studies on technology perceptions of caregivers and care receivers are impor-
tant to understand the acceptance of smart home technology, although these per-
ceptions may change over time, due to experience. In the study by Willems [15]
the answers were given in foresight: respondents were asked to reply on a situa-
tion which they were not yet familiar with. Answers may therefore be different
than if respondents are living in a smart home, or have to work with the tech-
nology in a care setting. A passive alarm, for example, a basic functionality in
many smart homes in the Dutch “V itaal Grijs” program, appeared not to be
as effective as expected before implementation [19]. On the basis of (negative)
user experiences the functionality was disabled or removed in most houses. This
indicates a difference between expected benefit and experienced benefit. But also
questions like “willingness to pay for”, as in the study by Willems [15], may re-
sult in responses different than can be expected on the basis of actual purchases
and use. In case of an active alarm unit, elderly people are reluctant towards
buying the technology, as initial costs are relatively high while benefits are un-
known. After (effective) use people appear to judge this technology and its costs
positively, as the usefulness becomes obvious (see [20] on the role of usefulness
in technology acceptance).

4 Perceptual Differences on Requirements between

Designers and Care Receivers

A design engineer of smart home technology for older care receivers should be
able to understand the needs and wishes of the users. The designer, however,
has to deal with a potentially technofobic user but also with an older user. The
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Fig. 2. The room controller allows you to control lighting, room temperature, and tele-
vision, for example. This room controller is negatively evaluated by both care receivers
and caregivers, mainly due to poor legibility [15].

process of aging brings along many limitations or disabilities that are difficult to
imagine for a non-limited and non-disabled designer. During a symposium [21]
this gap was described as: “young males have to design technology for old fe-
males”. Although the emphasis should not be so much on the gender difference,
the age difference is truly a relevant factor [22]. As described earlier, aging often
brings along changes in vision, hearing, attention, and memory. Additionally,
physical disabilities due to rheumatoid arthritis or paralyses due to a Cardio-
vascular Accident (CVA) happen more and more often. Designing technology
considering an average adolescent would not be very useful in this case, as an
adolescent differs strongly from an elderly person on these physical factors. In
case of sound-signals, for example, the designer must be aware of the fact that
elderly people can not or hardly hear sounds of 2000Hz and above. Also, no
robust actions should be needed for handling the devices, and no difficult pro-
cedures should be required. Buttons have to be larger, symbols or texts should
be well-legible, and thus larger, due to decreased vision. An example of such
designer/ user gap is found in Fig. 2 that shows a room controller with poor
usability. The design of the interface does not correspond with the abilities and
expectations of the (elderly) user. The LCD screen, for example, is difficult to
read, due to bad illumination and low contrasts. The use of both sides of the
device as buttons is not in correspondence with intuitive use, which is impor-
tant particularly for elderly users, as they have difficulties learning new skills.
Depending on the limitations of the end-user, the design requirements should be
altered, in favor of the user (see for example [23] on design principles for elderly).
Although all design principles may be relevant when designing for the older care
receiver, the consequences of their limitations for the design obviously depend
on the intended functionality, and should therefore be considered separately for
each technological design.
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A solution to the difficulties elder care receivers experience when using (smart
home) technology may be found in “inclusive design”, “design for all”, or “uni-
versal design”. Designers of technology for the elderly have been requested for
inclusive design by gerontologists for quite some time [24, 25]. Inclusive design
implies that older and disabled people are part of the potential user groups in
all product development processes. The design for older (and disabled) people,
however, requires special attention for their needs and abilities. We may ques-
tion whether designing for “all”, including the elderly and the disabled, is useful
and appealing to a young non-limited person. We believe it is more important
that the designer of new technology takes into account those needs and wishes
of the user he is designing for. This design process, however, should not only
focus on the technological usability specifications, as N ielsen proposes in his
user-centered design [26]. As in scenario-based models [27, 28], the technology
should be viewed from different approaches. However, it should concern an iter-
ative process in which not only the expectations people have of the technology
and its interaction with their environment are taken into account, but also their
eventual experiences with the technology. We expect best results when the design
process involves all relevant stakeholders, at several stages of the process.

5 Perceptual Differences on Functionality between

Designers and Caregivers and Relatives

The design engineer, or technician, clearly believes in the functionality of the
technology. The other stakeholders, in most cases, rely on the designer’s knowl-
edge and promises. This may result, however, in expectations that are too high.
The study by Raappana et al. [8], for example, shows that relatives and car-
ing family members were satisfied with the technology, as they had the feeling
that the safety of their relative was secured. One of the problems caregivers saw
in the interaction between caring family members and the technology, is that
they relied more on the technology that was actually possible. Relatives should
be informed that the technologies cannot replace all health monitoring, while
technicians should be honest about the (im)possibilities of technology [10].

Another barrier designers experience with caregivers is the so called not in-

vented h ere synd rom e [18,29]. The fact that the technology is not solely designed
for care purposes, or that is designed for another care institution is often used as
a reason not to accept the technology in the care professional’s own organization.
Care institutions however should better be open to knowledge of, and experience
with technologies used in other places in order to learn from it and make better
(smart home system) decisions.

6 A nalyses of Multidisciplinary Stakeholders’ Perceptions

To decrease the perceptual differences between the stakeholders, we propose
an analysis of the expected and experienced effects (E-E Analysis) of smart
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home technology in care situations for each group. This means we are not only
aiming at effects in relation to “effectiveness” - is the technology doing what it
is supposed to do? - but also effects on the relationship between caregiver and
care receiver, effects on the well-being of the client, on the nature of care giving,
and matters like privacy, safety, security, and many more [18].

We are not only dealing with a gap between perceptions of various stakehold-
ers, but also a difference between technological possibilities, related expectations,
and the eventual use of the technology. The expectations and the actual use, in-
cluding the subjective evaluations of the use, differ along the stakeholders and
should be taken into account for successful implementation of smart home tech-
nology. This is why the analysis should include the expected and experienced
effects of smart home technology of each stakeholder. The survey of these effects
on all levels requires a multidisciplinary vision on this issue.

For the E-E analysis of effects the attribute-consequence-value (A-C-V) model
[30] can be used, to get to higher and lower level effects. Attributes relate to as-
pects of the product or service, like functionality and design, on a very basic
level. Consequences concern the functional and psychological effects of the tech-
nology, e.g. technology acceptance, while values resemble higher order merits,
such as goals. The next step is to survey these attributes, consequences and val-
ues for each stakeholder involved. It is important to analyze the different layers
of the technology, ranging from the functionality of the system to the behav-
ior of people. While the designer may only be looking at the functionality, and
whether or not the technology functions right, the user is interested in lower
level effects, like the usability of the interface or the effect of the environment
on the technology and vice versa.

To increase the acceptance and use of smart home technology, the technology
should fit into the daily routines of users and end-users. The designer must be
aware that his design determines how the technology intervenes with the order-
liness of life-supporting everyday activities. The design of the technology may
have an impact on timeliness, reliability, dependability, safety, and security [6].
Cheverst et al. propose a full user needs assessment, to analyze how the (end)user
interacts with the technology from a psychological, emotional, physical, and so-
cial perspective. Also broader social and ethical effects of the technology should
be identified and taken into account by the designer. As long as there are difficul-
ties with the acceptance of smart home technology, the designer must consider
an iterative design process [31], in which problem specification, matching the sys-
tem to the real world, and the evaluation are an ongoing process [6]. The analysis
of the effects should thus include a user-technology interaction assessment on a
daily routine scale.

The E-E analysis thus displays possible mismatches between stakeholders
as well as between expected and experienced effects. The implementation of a
passive alarm, as mentioned earlier [19], is a good example of these differences
between stakeholders and expectations and experiences. Care receivers expected
great usefulness of a passive alarm, as it would give them feelings of safety
and security. Their experiences after implementation, however, were feelings of
insecurity and unreliability due to a high amount of false alarms. A false alarm
is generated when elderly people forget to turn the switch in their house to
indicate whether people are home or not. The - misplaced - expectation of the
design engineer and the caregivers was that care receivers would be able to learn
this new routine. By taking all of the effects into account in an iterative smart
home design process, the design would better not contain a switch that needs
action by an elderly user. A more valuable and less preferred solution that was
chosen in the “Vitaal Grijs” project, however, was to disable or remove the
technology [19].
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The E-E analysis can not only be made by taken into account the expected
effects on each stakeholder, but also by actually including the (end)users in the
design process. Several studies have focussed on involving caregivers or elderly
care receivers in the designing process [22]. In specially built user centers, user
experiences can be tested beforehand, in the prototyping phase [32,33]. Another
method occasionally applied is the use of drama [34]. These time-consuming pro-
cesses, however, become less urgent when designers are aware of the perceptual
world of caregivers and care receivers.

Analyzing the expected and experienced effects of smart home technology
for each stakeholder involved, leads to better insight into human-technology in-
teractions, which will result in better choices in the design process and system
development. The possibility that the technology will not be accepted by the
(end)users decreases, which will cut down expenses. At the end, the analysis
may lead to the development of standardization in smart home technology. The
downside of the analysis are the extra work and initial costs involved, although
this will be compensated by the increase in technology acceptance. As the ben-
efits of the investment are unclear until later, the return of investments appears
negative at first. This is also the reason why care organisations are quit reluctant
towards large-scale implementation of smart home technology. The initial costs
of the technology and the organisational changes are relatively high, while the
benefits (reduction in workload and costs) only become obvious after even more
investments (increased workload). Additionally, we may also question whether
elderly care receivers as well as caregivers actually know what is best for them.
The latter implies that a multidisciplinary view, by combining all stakeholders’
perceptions is crucial for effective smart home technology implementation.

7 Discussion

To decrease the perceptual differences between the stakeholders, we proposed an
analysis of the expected and experienced effects of smart home technology (E-E
Analysis) in care situations for each group. For designers the effects will involve
effective goals, caregivers are mainly interested in effects on workload and quality
of care, while care receivers are influenced by usability effects. It is not the case
that technological possibilities are insufficient to solve the problems with smart
home technology in care situations. Actually, on a technological level even more is
possible than is yet applied in so called “smart” technology. M aybe the problem
lays more or less in the functionalities of smart home technology that do not
correspond to the actual needs of the care receivers or caregivers. Even though
many researchers have stated that user requirements should be taken more into
account in smart home projects, much technology development is driven by
technological possibilities (technology push). The actual users obviously need
to get involved in the development and implementation process of smart home
technology. By involving the care receiver and the caregiver in the process, the
designer may gain more insight into the true perceptions of the stakeholders
he or she is designing for. As a result, the list of functional requirements for
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a smart home system or a smart home project must consist of more than just
technological functionalities, and should comprise all stakeholders’ attributes,
consequences, and values. Finally, stakeholders should not only be aware of the
expected effects, but also of the actual experienced effects, which may influence
the list of requirements.
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Abstract. A mb ient systems that ex plain their actions promote the user’s

understanding as they give the user more insight in the eff ects of their b e-

havior on the environment. In order to provide individualized intelligent

ex planations, w e need not only to evaluate a user’s ob servab le b ehavior,

b ut w e also need to mak e sense of the underlying b eliefs, intentions and

strategies. In this paper w e argue for the need of intelligent ex plana-

tions, identify the req uirements of such ex planations, propose a method

to achieve generation of intelligent ex planations, and report on a proto-

type in the training of naval situation assessment and decision mak ing.

W e discuss the implications of intelligent ex planations in training and

set the agenda for future research.

K e y w o rd s: E x planations, simulation-b ased training, intelligent tutor-

ing systems, cognitive modeling, feedb ack , learning

1 Introduction

H u m an w e ll-b e ing and p e rform ance are hig hly aff ecte d b y the env ironm ent in

w hich a p e rson op e rate s. P eop le are alw ay s try ing to im p rov e the ir cond itions,

from increasing the te m p e ratu re w hen it is cold to d e v e lop ing m ore and m ore ad -

v ance d com p u te r sy ste m s to aid the m in the ir d aily w ork . A recent d e v e lop m ent

in the enhancem ent of env ironm ents is the incorp oration of m echanism s that

show som e u nd e rstand ing of hu m ans. S u ch m echanism s u se sensors to acq u ire

inform ation ab ou t hu m an fu nctioning and analy z e this inform ation to ad ap t

to hu m an nee d s. A n env ironm ent containing sy ste m s w ith the se m echanism s is

calle d inte llig ent.

S om e of the ap p lications e x p osing su ch am b ient inte llig ence re q u ire inte r-

action b e tw e en the hu m an u se r and the sy ste m . F or e x am p le , d ecision-su p p ort

sy ste m s hav e to com m u nicate the ir ad v ice to the p e rson w ho is in charg e of m ak -

ing a d ecision, and tu toring ag ents ne e d to conv e y instru ctions and fe e d b ack to

73



a student. Human-system interaction has two sides: the system or agent has to
transmit information to the human, but it also has to understand the human.
An agent reminding elderly or disabled people to take their medicine not only
has to convey this message, it must also be able to understand when someone
says he or she has already taken the medicine. O ne of the requirements of good
human-system interaction is that the human understands and accepts a system’s
message. The quality of interaction between the human and the system is an im-
portant factor in the endeavor to improve human comfort and performance.

We claim that one of the factors contributing to the quality of human-system
interaction is intelligent explanation. Providing explanations along with pre-
sented information is not something new. V arious explanation components have
been developed in recent decades for software systems, such as intelligent tu-
toring systems, decision-support systems and expert systems [8 , 4 , 9 , 1 2 ]. It is
supposed that the more these explanations are tailored to the specifi c needs of
the user, the better the user is served. A system could make distinctions between
users on the basis of their knowledge, speed of learning, most effi cient learning
method, preferences, etc. Most of the existing explaining components do not take
features of the specifi c user into account, but treat all users in the same way.

In this paper we will clarify that in order to improve the effectiveness of ex-
planations, systems should be equipped with capacities that refer to the users’
mistakes, performance, beliefs, knowledge, intents and the like in their explana-
tions. First we will take a closer look at agent explanation in ambient systems:
what are the requirements to make an explanation useful, and what type of
explanations can be distinguished? Then we will discuss how such an explana-
tion mechanism can be implemented in a feedback system of a simulation-based
training environment.

2 Intelligent Explanations

Most people take the information on a digital clock for granted; there is no need
for further explanation about the current time. However, a user is not always
suffi ciently informed by such basic information. E ven though a system may be
correct in stating ‘It is time to buy a new computer’, this announcement might
raise some questions. He or she wants to know why the computer believes this;
is the computer too outdated for its purpose, or is the computer broken? If so, it
would be interesting to know what part is not functioning and whether there are
possibilities to update or repair the computer. This example shows that in some
cases it is not suffi cient if a system just presents its conclusion. An accompanying
useful explanation will make more sense to the human user and it will increase
both the human’s understanding and acceptance of the system [2 0 , 2 1 ].

E xplanations exist in many forms. Furthermore, one single event can be ex-
plained in different ways. O ne explanation is not by defi nition better then an-
other; the desired explanation depends on the context in which it is given. For
example, a possible answer to the question ‘Why did the apple fall? ’ is ‘Because
I dropped it’. In some situations however, the explanations ‘Because I stumbled’
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or ‘Because he pushed me’ would be more useful. A whole other type of ex-
planation of why the apple fell is ‘Because of the gravitation force’. Dependent
on the context, people need a particular type of explanation. An explanation
system should be able to estimate the information need of the user and provide
an explanation accordingly.

Another difficulty to overcome in providing explanations is timing [20]. In
some applications it is obvious that each time new information is presented it
should be accompanied by an explanation. For instance in diagnosis systems, ev-
ery given diagnosis should be accompanied by an explanation of how the system
came to this result. In contrast, in systems that constantly provide new infor-
mation, there are no predefined moments in which explanations should be given.
For instance, a navigation system has to decide for itself when the user needs
new instructions. So in a complex and open environment, an explanation system
should be able to determine when and how often the user needs explanations.

Furthermore it is desirable that explanations are adapted to the receiver, as
not all people are the same and thus might need different explanations. Whereas
novices tend to need extensive explanations, experts generally prefer explana-
tions in which the to them obvious steps are skipped [17 ]. Besides level of ex-
pertise, other human factors such as knowledge, intents and emotions could be
taken into account. An explanation commenting on an assumed strategy of a
student could be: ‘Because you performed action a1, I think your plan must be
P. This is not a good strategy because you do not have enough resources to per-
form action a3, which is also part of plan P’. An explanation involving emotions
is: ‘The other agents acted this way, because your angry words scared them’.
Hence, intelligent explanations should be adapted to the user’s perspective to
enhance understanding and learning.

3 Related Work

In the past twenty years, much research has been done on intelligent tutoring
systems (ITS) [14, 13 , 4], which are systems that teach students how to solve
a problem or execute a task by giving explanations. Such systems have been
successfully designed for the training of well-structured skills and tasks (e.g.
L ISP programming [11] or algebra [10]), which are relatively closed, involve
little indeterminacy, and do not involve real-time planning. For the training of
real world tasks, these conditions do not always apply [1]. R eal world tasks are
often complex, dynamic and open in the sense that outcomes of actions may
be unpredictable. These features make it difficult to design training, because
it is usually not possible to represent the domain by a small number of rules.
Moreover, the space of possible actions is large. For instance, the military uses
simulation-based training systems to train tactical command and control [2]. In
such training, the student responds in real-time to simulated problems, so the
system needs to be able to evaluate whether the actions taken are correct and
whether they have been executed at the right time. A complicating characteristic
of evaluating tactical performance is that there is often no single ‘right’ way to
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accomplish a task, but that there exists more than one good solution for a
problem, depending on the context [3]. In addition, a training system should
not only evaluate a student’s behavior, but, in case of errors, it should also take
cognitive processes underlying that behavior into account. The result should be
suitable for inferring the student’s strategy. The demands on context-sensitivity
and performance diagnosis make it hard to generate appropriate feedback.

In recent years, the challenge of developing and providing explanations in
open, complex and dynamic environments has been accepted by the international
research community [7, 15 , 5 ] and first steps forward have been made. Livak,
Heffernan and Moyer [7] developed a prototype that uses a cognitive model to
provide both tutoring and computer generated forces capabilities. The actions
of the student are evaluated by comparing the student’s behavior to the ideal
behavior of an expert. If the student deviates from the behavior that the expert
model demonstrates, feedback is returned to the student. The feedback that is
given is a low-level explanation of why the particular action at that moment was
not correct. The explanations only refer to a particular action, and no reference
to consequences of actions are given. Furthermore, the tutoring agent does not
maintain a model of the user to take his beliefs and intentions into account. As
a consequence, the tutoring agent is not capable of adjusting its feedback to the
specific knowledge and intentions of the student.

Other research focuses on the debriefing phase of the training by letting the
simulation entities explain their reasons for executing particular actions to the
student. Examples of this approach are the explanation system Debrief [8] and
the X A I sy stem [9]. Debrief is used to generate explanations for the individual
agent’s actions in the debriefing phase of the simulation, together with informa-
tion about what factors were critical for taking that action. The X AI System
allows the student to further investigate what happened during the exercise. In
order to generate explanations, the software agents log important actions an-
notated with abstract information about underlying reasons of the actions as
well as their consequences. Both Debrief and X AI explain the reasoning behind
the executed actions on demand, expecting the student to ask the relevant ques-
tions. N o assessment of the student is made, so no directed feedback can be given
to the student. In addition, the explanations are directly related to knowledge
about the task, giving a low-level reason for a particular action. For example, for
the task of clearing a room, an agent might answer the question ‘Why did you
throw a grenade into a room?’ by stating that ‘A grenade suppresses enemies
that are in the room’. It would be more informative for the student to give an
explanation on a higher conceptual level, including e.g. beliefs and intentions of
the agent. Such an explanation would for example be ‘I believed that the enemy
was in the room. My goal is to clear all rooms. By throwing grenades into the
room, I intended to suppress the enemy’.

As can be seen, research on explanations has been recognized as being im-
portant in training simulations to enhance the student’s learning experience.
However, a lot of research is still required. Q uestions that still need answering
are for example how to obtain insight into the cognitive processes of the student,
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and how to support students in acquiring an understanding of the relationships
between their behavior and the consequences in the environment. To achieve
understanding, explanations must be given about processes in the environment.
However, as stated above, explanations in simulation-based training systems are
often not profound enough to achieve this result.

4 Types of Feedback

When building simulation-based training systems, three types of feedback can
be distinguished. They differ in the types of information that they take into
account and the sophistication of explanations they give:

Result-based feedback: Feedback is based only on observable student behav-
ior. C orrect results, formulated by domain experts, are hard-coded into the
scenario, and feedback is generated by comparing the student behavior with
the correct behavior. The feedback states only whether the student has com-
pleted the task successfully, and if not, what the correct behavior should have
been.

M o del-based feedback: Feedback is not only based on explicit student be-
havior, but also on contextual knowledge of the simulation environment and
explicit task knowledge. U sing the different kinds of information, the feed-
back is generated by reasoning about an internal model.

C o g n itio n -based feedback: As with model-based feedback, feedback is based
on explicit student behavior, knowledge about the simulation environment
and task knowledge. In addition, a user model is developed that makes it
possible to infer cognitive strategies of the student to facilitate even better
feedback.

Fig. 1. Screenshot of our training scenario. The squares indicate radar tracks, the

circles represent tracks of own forces.
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We will illustrate how the types of feedback differ from each other in the con-
text of a navy task, namely the tactical picture compilation task. Developing a
tactical picture of the environment is an essential part of any military mission.
In the tactical picture compilation task, the tracks in a radar picture have to be
classified into categories such as the type of vessel, and the probable intention
of the vessels has to be determined. An illustration of a situation in which a
student has to develop a tactical picture can be seen in figure 1. Assuming that
the student has to decide at a particular point in time which track poses the
largest threat to the ship, the following examples of explanations illustrate the
types of feedback that the system might give.

Result-based explanation Your answer is incorrect: You have chosen track

1 0 1 3 0 4 as the most threatening track. It should have been track 1 0 1 1 1 2 .

Model-based explanation T he expert d isagrees with your answer: You have

chosen track 1 0 1 3 0 4 as the most threatening track. H owever, its speed is not

very high. Ad d itionally, there are a number of ship s that are moving at the

same speed AN D are closer to you. T he expert thinks the most threatening

track is 1 0 1 1 1 2 .

Cognition-based explanation T he expert d isagrees with your answer: You

have chosen track 1 0 1 3 0 4 as the most threatening track. H owever, its speed

is not very high. Ad d itionally, there are a number of ship s that are moving

at the same speed AN D are closer to you. T he expert consid ers 1 0 1 1 1 2 to be

the most threatening track.

You have assessed tracks coming from the harbors, p robably because you

might suspect the enemy to resid e in the harbor. H owever, a good strat-

egy is to start investigating close to your vessel and p rogress outward . W e

have not seen you d o this in the scenarios you have p layed thus far. T his

tip should help you p rotect your ship by p reventing enemy vessels to get too

close unseen.

These examples illustrate that generating model-based explanations are the min-
imum requirement for intelligent explanations. Cognition-based explanations are
the most sophisticated and would be the type of explanations from which a stu-
dent learns the most. For that reason, our goal is to build a training system that
generates cognition-based explanations.

5 Intelligent Tutoring Agent for the Royal Netherlands

Nav y

For the Royal Netherlands Navy we investigate the possibility of developing an
agent that fulfills the task of an instructor in a training simulation. We focus on
the functionality of evaluating student performance and deliver this evaluation
along with an explanation. The task that is chosen is a modification of the
tactical picture compilation task as described in section 4. In the modified task,
the student is presented with a radar picture at a particular point in time,
showing a number of radar tracks. The student has to gather and integrate
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information on these tracks to form a mental tactical picture of the situation.
Then the student has to decide which track poses the largest threat to his own
ship. Time does not play a role as the picture is static and represents a situation
at a particular point in time. Factors in this task that have to be taken into
account are for example the speed of vessels, distance from own ship, whether
they adhere to shipping lanes and whether they are inbound.

We are developing a training system that uses cognition-based explanations.
To meet this objective, the following method is introduced. To generate feed-
back, an expert agent is executed, as are agents that deviate in some aspect from
the expert, representing typical mistakes of students. These deficient agents in-
tentionally fail to take one or more particular factors of the task environment
into account, or are deficient in another way. It is assumed that errors of the stu-
dent are the result of incorrect beliefs or an incorrect strategy. The assessment
the student makes of the situation after examining the screenshot is compared
to the assessment of the expert and the deficient agents. Four outcomes of the
comparison can be differentiated.

First, the assessment of the student might not correspond to either the ex-
pert’s assessment or to any of the deficient agents’ assessments. In that case, the
student did not complete the task satisfactorily nor did he make a typical mis-
take represented by any of the deficient agents. An explanation is then generated
that explains why the assessment of the expert is preferable to the assessment
of the student based on the comparison between the two performances and on
task knowledge. This includes for example knowledge about the environment
and knowledge about the importance of different relevant factors.

S econd, the assessment of the student corresponds to the assessment of the
expert agent, and to none of the assessments of the deficient agents. In this case,
it is assumed that the student has solved the task satisfactorily, and accordingly,
positive feedback is returned. As the environment is open, it is of course possible
that the student’s assessment to the problem is correct, but that the student
has just been lucky, without the assessment being based on correct beliefs and a
correct process of obtaining the assessment. However, over several trials of the
training simulation, the incorrect strategy of the student will eventually fail and
the student will then receive a feedback that shows that his beliefs are wrong.

Third, the student’s assessment might correspond to the assessment of one
particular deficient agent, without matching the expert agent or any other de-
ficient agent. As it is assumed that the deficiency of the agent corresponds to
the beliefs or strategies of the student, a diagnosis of the student’s state of mind
can be made and an explanation be generated. The explanation that is returned
corresponds to the deficiency of the agent.

Fourth, it is possible that the student’s assessment corresponds to several
assessments, either of several deficient agents, or one or more deficient agents
and the expert agent. This is possible because there are often many possible ways
to arrive at the same assessment. Then, the response alone is not sufficient for
deciding what feedback is appropriate. We need information about the processes
that resulted in the selection of that response and which beliefs and strategies

79



the student used to obtain his response. If we can do this validly, then we can
return feedback containing an appropriate explanation. In this case, the user
model is of importance, because it gives extra background information about
the process that led to the assessment. On the basis of the inferred beliefs and
strategies of the student, it is possible to choose the most corresponding of the
matching assessments and return the appropriate explanation.

Our prototype does not yet take performance over time into account. In
reality, the history of the situation should be used in situation assessment. For
example, an apparently non threatening radar track (taking only properties such
as, speed, distance, bearing and adherence to shipping lanes into account) may
in fact be highly suspect because it has recently varied its speed and has in-
termittently crossed the shipping lane. A student that is sensitive to this infor-
mation correctly assesses this track as threatening. A system that cannot use
such information may then, erroneously, ‘correct’ the student and thus fault the
student for his judgment even though the student actually outperforms the ex-
pert model. Such problems are typical for evaluating performance in complex,
dynamic and open tasks. To overcome these problems, it is more useful not to
evaluate the assessments of a student but the cognitive strategies that have led
to the assessment.

A problem is that cognitive strategies are not observable. We are faced with
the problem to construct a user model containing hypotheses about the strategies
of the student without the ability to observe these strategies. We choose to
overcome this problem by arranging the training simulation in such a way that
the user is forced to provide some information about his strategy. We achieve
this by allowing the student access to all information that is available in the
actual operational environment, but only on explicit request of the student. For
example, by initially hiding the shipping lanes and allowing these to be seen for
a short period of time we gain evidence that the student is checking adherence
to shipping lanes. By observing the pattern of behavior while the student is
executing the task, we can build a hypothesis of the strategy that the student
employs. Moreover, we can test the hypothesis by selecting a subsequent scenario
and predicting the steps that the student will take. If the hypothesis is confirmed,
we can then confidently proceed in providing feedback on the strategy level rather
than on the performance level. In addition, it enables us to select those scenarios
that practice the particular aspect which the student finds difficult. Because the
user model is taken into account, the feedback is based on the perceived process of
decision-making of the student, which includes an interpretation of the student’s
actions. By giving an explanation that has relevance to the student’s actions and
underlying beliefs, acceptance and understanding of the feedback are endorsed.

6 Discussion

In this paper we argued for the importance of intelligent explanations in human-
system interaction. We clarified why explanations should be user-specific and
what aspects should be taken into account in order to achieve this. There are
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different ways to generate model-based or cognition-based feedback; we use a
method of modeling the user, an expert agent and deficient agents. The behavior
of the user is compared to that of the agents. We argue that the results of such
comparisons in combination with the user model yield insights about the user
which make it possible to provide explanations fit to the particular user.

As mentioned before, we are currently implementing our method of expla-
nation generation in a training system for the Royal Netherlands Navy. Once
the system is ready, we will evaluate whether the explanations generated by
the proposed method will improve the users’ performances. We aim to extend
the method to other situations and to apply it to more complex versions of the
task, for example involving a time component, and to other tasks than tactical
picture compilation. Therefore the expert model, the user model and the defi-
cient agents need to be adapted to the new demands. Despite these changes and
modifications, the core mechanism of the approach remains the same. So if the
explanations are satisfying in the simple case, we are confident that the system
is able to generate intelligent explanations in more complex versions of the task
and other tasks as well.

A system providing the desired intelligent explanations referring to knowl-
edge, plans, intentions and the like will yield many advantages. First, good ex-
planations will help the user in his or her learning process, because they will
improve conceptual understanding [18]. Besides this advantage while learning
the task, good explanations prolong the duration of an acquired skill [16 ]. A
practical advantage is the reduction of training costs. When systems are able
to generate human-like explanations, fewer instructors are needed to complete
training and this will save costs. The usual weighing between costs and quality
no longer has to be made. Finally, because students are no longer dependent on
the presence of a trainer, they are more fl exible and can train a task whenever
they want.

In future research, it could be investigated how expert and deficient agents
can be modeled more efficiently. Especially a practical way of modeling deficient
agents is useful, because in complex tasks many of them are needed. For this,
the behavior of real students can be used. Also the relation between different
deficiencies could be examined: what behavior does a user with a combination
of different deficiencies show and how is this refl ected in the modeled deficient
agents? Further, more attention could be paid to the presentation of explana-
tions: which way of presenting leads to the highest performance? It could also
be investigated for what type of tasks the intelligent explanations turn out to
be the most useful.
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Abstract. The recent NFC technology is not only valid for payment and 

ticketing, a new interaction form is also available. W ith the only action be-

ing to put a mobile phone close to another NFC device (reader, tag or mo-

bile phone) it is possible to get a contactless communication supported by a 

server or not. Some services such as open doors, location, access, presence, 

and so on, can be performed with a simple touch. In this work we analyze 

the interaction through the adaptability of two technologies: RFID and 

NFC. Challenges in models have been considered. In addition, we are trying 

to put in practice the idea of tagging context and the awareness only with a 

single interaction by touch.  For that, we consider the benefits to adapting 

NFC technology as a good approach to model contexts. 

Keywords: Ubiquitous Computing, Context Aware, RFID, NFC 

Introduction

Ubiquitous Computing paradigm and, most recently, Ambient Intelli-

gence (AmI), are the visions in which technology becomes invisible, em-

bedded, present whenever we need it, enabled by simple interactions, at-

tuned to all our senses and adaptive to users and contexts [1]. A further 

definition of AmI is as “an exciting new paradigm of information technol-
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ogy, in which people are empowered through a digital environment that is 

aware of their presence and context sensitive, adaptive and responsive to 

their needs, habits, gestures and emotions.”

These visions promote the goals of: 1) embedding technology into eve-

ryday objects, 2) attaining effortless and closer interaction and finally 3) 

supporting a means for getting needed information anywhere and at any-

time. This is our particular idea about Ubiquitous Computing, Natural In-

terfaces and Ubiquitous Communication. With them, the idea of creating 

intelligent environments requires unobtrusive hardware, wireless commu-

nications, massively distributed devices, natural interfaces and security. To 

attain this vision it is fundamental to analyze some definitions of the con-

text. A. Dey defines this concept as “any information that can be used to 

characterize the situation of an entity. An entity is a person, place, or ob-

ject that is considered relevant to the interaction between a user and an 

application, including the user and application themselves.” [2]. Also, this 

author defines context awareness as the “context to provide relevant in-

formation and/or services to the user, where relevancy depends on the 

user’s task”.

In order to design context aware applications it is necessary to observe 

certain types of context-aware information as being more relevant than 

others [3]. The user profile and situation, that is, the identity-awareness 

(IAw), are essential. The relative location of people is location-awareness 

(LAw). Time-awareness (TAw) is another main type of context-awareness 

that should be taken into account.  The task which the user carries out and 

everything he wants to do is transformed into Activity-awareness (AAw). 

Finally, Objective-Awareness (OAw) looks at why the user wants to carry 

out a task in a certain place. All these types of awareness answer the five 

basic questions (“Who”, “Where”, “What”, “When” and “Why”) which 

provide the guidelines for context modeling. This kind of information al-

lows us to adapt or build the needed technology to disperse throughout the 

environment and to model the human behavioral support. 

Once the context and its important features are defined, it is time to 

study new interaction forms proposing the approach to the user by means 

of more natural interfaces. On this point, Albrecht Schmidt proposes the 

Implicit Human Computer Interaction (iHCI) concept [4][5]. He defines it 

as “the interaction of a human with the environment and with artifacts, 

which is aimed to accomplish a goal. Within this process the system ac-

quires implicit input from the user and may present implicit output to the 

user”. Schmidt defines implicit input as user perceptions interacting with 

the physical environment, allowing the system to anticipate the user by of-

fering implicit outputs. In this sense the user can concentrate on the task, 

not on the tool as Ubiquitous Computing Paradigm proposes. As a next 
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step this author defines Embedded Interaction in two terms: Embedding 

technologies into artifacts, devices and environments and embedding inter-

actions in the user activities (task or actions) [6].   

This paper addresses the identification process as an implicit and em-

bedded input to the system, perceiving the user’s identity, his profile and 

other kinds of dynamic data. Then, a new technology and the context 

adaptability, the Near Field Communication technology (NFC), are pre-

sented. With it, proposed changes of the architecture, the model, the visu-

alization of information and the interaction are exposed.   

Under the next heading, we present the identification technologies as 

inputs, RFID and NFC, both with their corresponding models. In the fol-

lowing section, a way of tagging context and interaction by touching can 

be seen. The paper finishes with related works and conclusions.

2   Identification Technologies 

With the ideas of context and their mentioned characteristics, we have 

considered some awareness features through two different technologies. 

We propose these approaches by the identification process. It is a special-

ized input to by means of identification process. This means that we have 

the knowledge about the user profile, the context information and the task.  

In the next section, we show RFID and NFC technologies with models 

that we propose while keeping in mind the aforementioned w’s.   

2.1 RFID (Radiofrequency Identification) 

To create context-aware applications it is necessary to adapt sensorial ca-

pabilities to provide implicit inputs to the system in order to achieve natu-

ral interfaces closer to the users. With this the proactive aspect of the sys-

tem is guaranteed. 

In RFID systems there are basically two elements:  

Tags or transponders, which consist of a microchip that stores data, and 

an antenna (coupling element), that are packaged in such a way that they 

can be installed in an object.  They also have a unique series number. 

Readers or interrogators have one or more antennas, which emit radio 

waves and receive signals back from the tag. The “interrogation” signal 

activates all the tags that are within its reach. 

87



Fig. 1. RFID set and the “who” model.

RFID systems are classified as active and according to the kind of tag 

used. In this work we use only active tags: they are those that have their 

own power supply (battery) with a reach of up to 100 m. 

Readers have a frequency of operation and are usually divided into three 

basic ranges:  Low (125Khz.), High (13.56 MHz), which is the standard 

one, and Ultra High Frequency (UHF). 

At the top of Figure 1, some types of RFID devices that we have placed in 

different contexts can be seen. The first one on the left presents a contact 

reader which is an antenna with a reach of only 10 cm. A model of the tag 

is also shown. With it, a project in a hospital context has been developed. 

The second one is another contact RFID set only for identification. We 

have developed access control for an office, classroom and research labo-

ratory. These systems are ideal for individual use. The next one is a reader 

and an antenna with a read-and-write capability reaching over 75 cm. This 

has been specially designed to be placed on doors, or near displays. It can 

read several labels simultaneously, when identifying people entering the 

room. Finally, we use another kind of RFID set, offering more distance be-

tween reader and tags (up to 88 meters) working with UHF. The bottom of 

Figure 1 shows the model for this kind of sensorial specialized input. Em-

bedding technology into daily objects and embedding interaction into daily 

actions, we perceive the context-awareness by the “who”, “when” and 
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“where” aspect obtaining “what”. Typical services by identification are 

Access, Location, Inventory and so on, but we are interested in the Visu-

alization service. With it, we try to offer information to the user in some 

parts of a mosaic. This way requires no user interaction according with the 

Ubiquitous Computing idea about not intrusion. 

2.2 NFC (Near Field Communication) 

It is obvious that we need a great variety of devices placed in the environ-

ment around us with wireless connection capabilities. Therefore, a new 

short-range wireless connectivity technology “Near Field Communica-

tions" (NFC), has appeared.  Philips and Sony developed this technology 

in 2002. It is a combination of RFID and interconnection technologies. 

NFC uses a high frequency band of up to 13.56 MHz, with a data trans-

mission speed of 424 Kbits/s and a reach of 10 cm. It was deliberately de-

signed to be compatible with the RFID tags operating in this band (ISO 

14443), but incompatible with the standards of EPC global [10]. In 2002, 

international ECMA published the open standard 340 "NFC Interface and 

Protocol”, which was adopted by ISO/IEC with the number 18092 one 

year later.  

NFC systems consist of two elements:  

The Initiator- as its name indicates it begins and controls the informa-

tion exchange (called reader in RFID); and  

The Target-the device that responds to the requirement of the initiator 

(called tag in RFID).

In an NFC system, there are two modes of operation: Active and Passive. 

In the active one, both devices generate their own field of radio frequency 

to transmit data (peer to peer). In the passive one, only one of these de-

vices generates the radiofrequency field, while the other is used to load 

modulation for data transfers. 

It is important to mention that, although the NFC protocol can be installed 

in any electronic device, our interest will be centered on NFC-enabled cell 

phones.

In this case, the model changes absolutely. While in the RFID one, the 

model combines the “who”, “when” and “where” aspects, now there are 

some distinctions.  The “when” aspect is not needed because is the user 

who decides when the action begins. In addition, another important feature 

is that users store the information needed to obtain services in their mobile 

phone. So, we can talk about a mode from a function of “who” and “what” 

(information) applying “where” to obtain “what” (services). This informa-

tion in “what” is varied: presentation, note to comment, file to upload, etc. 
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3 Contextual Tags 

When distributing context information throughout a building it is impor-

tant to think about the specific place for every tag. A classification of eve-

ryone’s position is needed to get services. So, the idea of context proposed 

by some authors has been considered when adapting input technologies.   

Fig. 2.  Example of tagging context. 

Keeping in mind the definition of context by Dey, we propose a tag struc-

ture. Every tag contains information according to this definition and the 

three important parts of the context: the object (tag and mobile phones), 

the user and the place. Figure 2 shows an example of tagging a particular 

place: the door. Here, the information is distributed labeling the exact 

place (MAmI Lab door), the objects are mobile phones and, finally, the 

user that is identified by mobile phones. In a second step, the concept of 

context awareness by tagged context is accomplished. We seek to translate 

the context awareness capabilities with only the interaction of two devices. 

In this sense, we convert the implicit interaction offered by the RFID tech-

nology and users wearing tags, to another kind of interaction by touch. It is 

obvious that the first one is more natural, however, there are some impor-

tant advantages to using the NFC technology: 

The action dependability.- It is included in the user action by putting a 

mobile phone near a context tag. The change of the model is expected. 

The “when” aspect is not needed. The user decides when with a simple 

touch. This fact saves on awareness capabilities by including them into 

the explicit user interaction. 
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The cost.- It is more expensive to place RFID antennas and readers. 

The readings/writing.- With NFC the process is mobile and more flexi-

ble. With RFID it is located in fixed points. 

Storage.- There is more capacity with mobile phones (over two giga-

bytes in SD cards).  

The server.- In NFC some actions can be managed by the mobile phone. 

With RFID the server is always needed. 

Privacy.- The individual information is on the mobile phone. This fact is 

an important requirement for privacy aspects.  

Security.- The distance of readings and writing are about two or three 

cm. This fact could be considered a disadvantage because the RFID dis-

tance is from a few centimeters to hundreds of meters. However, secu-

rity is easier to control over short distances. 

3.1 NFC Architecture 

With NFC technology, the information of context is included in tags. 

Therefore, we can place a group of these around a building in some places: 

door, board and PC display. The architecture is shown in Figure 3. The 

mobile phone can interact with the information contained on every tag 

(about 1Kb). With it and the capabilities of the mobile phone, process, 

communication and storage, it is possible to offer a context-awareness in 

these places. Moreover, three more connections are present: phone and 

phone, phone and reader, tag and reader.   

With NFC technology, some services can gather without server connec-

tion. For example, we can open a door to allow people to send the corre-

spondent signal to the open door device by Bluetooth. In addition, other 

services are possible: location, note to comment and visualization, but all 

of them need a server to be processed. Finally, other services, such as stor-

age in tag notices for people looking for you if you are absent from your 

office, are possible.

All the applications are managed by the JSR 257 in a 6131 Nokia phone 

and the JSR 82 for Bluetooth. 
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Fig. 3. NFC architecture

4 Tagging context and places 

Our first approach for tagging context is studied in an academic environ-

ment. We selected two spaces: a research lab and a professor’s office. To 

do so, we arranged the tag structure in three places: the door, the board and 

the PC display. In them, it is possible to promote interaction with a simple 

tag and multiple services can be gathered: location, visualization, 

downloading information and so on. 

Figure 4 shows a distribution of information at the mentioned places. All 

of them have the context identification. This information is crucial in order 

to check the security interaction by touch. Services on the door are varied: 

location, access, notices about people looking at you, etc. are achievable. 

In addition, unexpected situations are provided. For instance, lay down the 

mobile phone on silent if it is necessary. Furthermore, the user can recover 

the normal sound status when entering another environment. Therefore, 

92



this kind of interaction in a contactless action is embedded, meaning, 

awareness by contact. 

Fig. 4. Information in tags 

An important service for us is visualization of information. In order to 

achieve a single interaction, we have placed a set of tags next to the board. 

One of these is the control tag to identify people allowed to use the visu-

alization device. In addition, it is possible to initiate interaction with the 

board, show contents and interact with others tags. With them, it is possi-

ble to manage the information shown (select, scrolling, etc.), entering and 

retrieving documents or notes to comment on. This functionality is similar 

to a pen-drive.  With in and out boxes, it is possible to manage information 

particularized for every user easily. The PC display offers similar services. 

In addition, notices informing if the user is not in near the PC, are consid-

ered.
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4.1 Context-Awareness by Tagging & Touching 

As we mentioned before, context-awareness is possible through the con-

tactless user actions by means a simple touch. Therefore, we can talk about 

embedding interaction in the user actions by means of the information 

stored in tags. In order to do so, it is first necessary to have an application 

included into the mobile phone. This generic application solves the 

download process the first time that people interact with this context. 

Then, the user only has to touch different tags to execute every process. 

All interactions, with the proper information in tag and phone, make it pos-

sible to safe match both.     

A tasks classification on context for tagging is expected: 

Find the place for tags. 

Look for needed information. 

Classify the profile Id., Services and Unexpected Situation (Awareness). 

Develop applications. 

Interaction Features (Automatic running applications, discover nearly 

computers, download, etc.). 

People that usually interact with the context can access needed services, 

but others need to download applications to interact with it. For this rea-

son, we have developed a “start point” application. It contains a process to 

download needed applications by touching. To do so, it is necessary for 

people from the organization to authorize other users. This happens by 

simply putting two mobile phones near each other and inserting an au-

thorization code giving consent. Finally, every application has to reduce 

the time for readings. For this reason, we introduce a formalism allowing 

every application to obtain all the data at the first user tag contact. It is 

possible through the every tag structure according with the profile context 

and place.

Another important feature is the possibility to call up applications on the 

mobile phone contacting tags. This fact reinforces our idea of only a touch 

being needed. In addition, communication capability, meaning Bluetooth 

service, are activated automatically when calling application, thus saving 

phone battery.  

It is worth highlighting the effect of the change of interaction that comes 

about by touching. With traditional RFID technology, interaction is closer 

to the user because it only requires wearing a tag and placing readers and 

antennas throughout the building. This case promotes complete control by 

the server, however. We all know that our daily routine is unpredictable 
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and for this reason, the task responsibility for tasks could be managed by 

the user- this is possible with NFC technology. With just a simple contact, 

it is possible to decide when the task can be managed. This fact saves in 

modeling effort and bears in mind many kinds of everyday interruptions or 

unexpected situations. (****) Besides all this, other characteristics have to 

be considered. While in the RFID case the server is defined, in the second 

one (NFC), the idea of server could “disappear” for some services. That 

means that every mobile phone should discover a nearly computer for sup-

porting the required service. This fact allows us to get context reaction in 

places where there is no server. For instance, when I go to a colleague’s 

office, the location service can be managed through his/her computer. It is 

just the discovering process between mobile phone and the computer that 

has to be handled. The download service can be administered, too. The 

idea of disperse information in tags thorough the context, could be an in-

teresting one, bearing in mind aspects such as infrastructure and server re-

sponsibilities.    

In the next point, we present an approach of interaction with the visualiza-

tion service that we called “Visualization Mosaic“. 

5 Tagging Board Interaction  

By tagging boards and PC displays users can obtain visualization services 

to support their daily activities. We propose boards and displays with a 

“control tag”, i. e. a tag that allows specific users to take control of the dis-

play/board. The contextual information stored in a tag determines the dis-

play behavior according the user profile. Additional tags are placed on the 

public displays in order to make the interaction with visualization services 

possible.

When a user or a set of users are placed in front of a display, the traditional 

human-computer interaction is not suitable because it requires frequent 

user interventions in order to indicate every action to the computer. Con-

sequently, it is important to reach a more natural interaction making it im-

plicit versus the traditional explicit dialogue with the computer.  

First of all, we need to describe ViMos, an architecture that applies con-

text-awareness providing adapted information to the user through embed-

ded devices in the environment. 

A mosaic of information is a set of information pieces that form a user in-

terface. Initially we have a whole set of information pieces. A match be-

tween the situation and the context model makes the selection of the best 

pieces possible. Each piece has several associated characteristics (e.g. Op-
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timum size, elasticity, etc.). These characteristics make the final generation 

process of the mosaic possible. 

Fig. 5. ViMos Architecture 

The generation of information mosaics is carried out by adapting the user 

interface according to the situation. In this way, we can improve the dy-

namism, the adaptability and the content quality. 

The initial schema of interaction with ViMos was an implicit interaction. 

The visualization services were offered using the inferred information by a 

context model (represented by an ontology describing parts of the real 

world encompassing ViMos) and sensor information (e. g. user presence 

obtained by RFID antennas). However, there were several limitations, 

mainly when unexpired situations appeared or in the case of a user needing 

to navigate among the different parts of the mosaic. 

By touching interaction, we can reduce the infrastructure requirements. 

Whenever a user takes the control of a display, implicit process is acti-

vated, such as localization and identification process. The display recog-

nizes the user offering personal visualization services (schedule, timetable, 

documents in process, etc.). The main visualization services are about col-

laborative tasks. 

In our particular context, the research lab, we have placed two virtual 

boards. The first one shows important information for the research group. 

It can be seen in Figure 6. On the right hand side of the board there are 

some tags for interaction with the mosaic. The second one is the works in 

progress for supporting collaborative tasks and discussion about new pro-

posals.
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Fig. 6. Interacting with ViMos 

The mosaic may be in two states. (a) When there are users in the room but 

nobody is near the display. ViMos should show information in order to 

support individual work as well as group work. (b) If one or more users are 

closer to the display, ViMos should show information on common work of 

these users. This situation requires previous planning. It offers information 

about member location, the group schedule, to-do lists, etc. The rest of the 

mosaic contains specific information regarding the research group, e.g. 

academic event deadlines, news, notices, member’s messages and shared 

documents. All information changes according to the situation. 

The user can take control of the visualization device simply by putting the 

mobile phone near the control tag. In addition, other users can interact with 

it. There are some important aspects to consider in order including the var-

ied functionality for tags, visualization services by means of user profile or 

the interaction control. In Table 1 an example of functionalities can be 

seen

Active  

Service 

Take

con-

trol? 

Interaction 

Tag 1 

Interaction 

Tag 2 

Interaction 

Tag 3 

Interaction 

Tag 4 

Control

Tag

Any Yes Next ser-

vice

Previous

service 

Activate 

service 

------- Get

control

Any No ------------- ----------- ----------- -------- Get

control

Shared Do-

cument

Yes Next page Previous

Page

Next do-

cument

Previous

document

Get

control
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Shared Do-

cument

No Get do-

cument

----------- ---------- ---------- Get

Control

Note to 

comment 

Yes Next set 

of com-

ments 

Previous

set of 

comments 

Expand

comment 

Clear 

comment 

Get

Control

Note to 

comment 

No Get note Get all 

user notes 

Get

Control

Presentation Yes Next slide Previous

slide

Beginning End Get

control

Presentation No Get pres-

entation 

Get

Control

Table 1.- Example of tag functionalities  

6 Related W orks 

Although NFC technology is recent, there are some interesting papers 

for discussion. Anokwa [10] presents an NFC model. With it, when a mo-

bile device scans an item, the item returns the relevant information needed 

to describe itself. In Kostakos [11] users with mobile phones encrypt and 

exchange address book information. An interesting tool for practice can be 

seen in Toumisto [12]. In it an emulator for supporting touching, pointing 

and scanning is presented. This is used to study the feasibility and usability 

of the context of physical browsing. In order to support a visual for touch 

interaction a graphics language is needed. Timo Arnall defines his particu-

lar graphic language for touch-based interactions [13]. 

Public displays have different physical characteristics than PCs. Conse-

quently new interaction paradigms are necessary. This is a well-known 

challenge and several works have researched this problem. A large number 

of projects emphasize the use of large interactive/tangible displays (e g. the 

interactive workspace project [14]). Another trend is interaction using 

notebook computers or PDS and techniques like pick-and-drop, i. e. to al-

low a user to pick up a digital object from one screen, and drop it in a dif-

ferent place, typically a different computer screen or public display [15]. In 

general, Vogl established taxonomy of methods for user input to large dis-

plays.  

A good method for obtaining input to the systems comes from the de-

vices that identify and locate people. Want and Hopper locate individuals 

by means of active badges which transmit signals that are picked up by 

sensors situated in the building [16]. IBM developed the Blueboard ex-

periment with a display and RFID tag for the user’s collaboration [17]. A 
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similar project is IntelliBadge [18] developed for the academic conference 

context. There are several works on interaction with public displays by 

mobile devices [19,20]. However, mobile devices have limitations in their 

input and output capabilities [21]. NFC can take the advantages of mobile 

devices and can become a valid technology to interact with devices in the 

environment, such as displays and boards 

7 Conclusions 

We have adapted a new technology that is supported by devices well

known by users and offering some advantages over the traditional RFID. 

The idea of changing the implicit or embedded interaction that supposes to 

wear a tag, in front of, the explicit interaction by touch, produces a series 

of benefits in contexts: architecture, costs, mobile capabilities, and so on.  

Our proposal of tagging context reduces the awareness responsibility of 

the system by means of a single interaction. Tag structures, context profile 

and services make it easy to interact with the context. In addition, the sys-

tem allows new services to be implemented as needs appear. This conclu-

sion is possible due the decentralization of services, produced at the time 

that the user chooses and with the program included in a mobile phone, 

supported by a server or not.   
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Abstract. Ambient agents react on humans on the basis of their information
obtained by sensoring and their knowledge about human functioning.
Appropriate types of reactions depend on in how far an ambient agent
understands the human. On the one hand, such an understanding requires that
the agent has knowledge to a certain depth about the human’s physiological and
mental processes in the form of an explicitly represented model of the causal
and dynamic relations describing these processes. On the other hand, given
such a model representation, the agent needs reasoning methods to derive
conclusions from the model and the information available by sensoring. This
paper presents a number of such model-based reasoning methods. They have
been formally specified in an executable temporal format, which allows for
simulation of reasoning traces and automated verification in a dedicated
software environment. A number of such simulation experiments and their
formal analysis are described.

1 Introduction

Recent developments within Ambient Intelligence provide technological possibilities
to contribute to personal care; cf. [1, 2, 18]. Such applications can be based on
possibilities to acquire sensor information about humans and their functioning, but
more substantial applications depend on the availability of adequate knowledge for
analysis of information about human functioning. If knowledge about human
functioning is explicitly represented in the form of computational models in ambient
agents, these agents can show more understanding, and (re)act accordingly by
undertaking actions in a knowledgeable manner that improve the human’s wellbeing
and performance. In recent years, human-directed scientific areas such as cognitive
science, psychology, neuroscience and biomedical sciences have made substantial
progress in providing an increased insight in the various physical and mental aspects
involved in human functioning. Although much work still remains to be done,
dynamic models have been developed and formalised for a variety of such aspects and
the way in which humans (try to) manage or regulate them. From a biomedical angle,
examples of such aspects are (management of) heart functioning, diabetes, eating
regulation disorders, and HIV-infection; e.g., [5, 15]. From a psychological and social
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angle, examples are emotion regulation, attention regulation, addiction management,
trust management, stress management, and criminal behaviour management; e.g., [6,
11, 16]. Such models can be the basis for dedicated model-based reasoning methods
that allow an agent to derive relevant conclusions from these models and available
sensor information.

This paper addresses the design of ambient agents that have knowledge about
human behaviours and states over time in the form of explicitly represented models of
the causal and dynamical relations involved. First it is shown how such models can be
formally represented in a logical format that also integrates numerical aspects; cf. [9].
Next a number of logical reasoning methods are presented that are based on such
models. These reasoning methods are represented in a temporal logical format
according to the approach put forward in [14]. A number of simulation experiments to
obtain reasoning traces are described. These traces have been formally analysed by a
dedicated verification tool. The types of reasoning methods addressed cover a variety
of phenomena such as causal and numerical simulation, qualitative reasoning and
simulation, abductive reasoning [17], and explanation generation. The reasoning
methods provide a conceptual and logical foundation for these phenomena. Moreover,
they provide a solid basis for conceptual and detailed design of model-based ambient
agents that need such capabilities.

Section 2 describes the formal modelling approach that is used throughout this
paper. Next, in Section 3 and 4 the reasoning methods themselves are presented.
Section 3 addresses uncontrolled methods for belief generation, and Section 4
addresses controlled methods for belief generation. Section 5 illustrates how these
reasoning methods can be used, by performing simulation experiments in two
example case studies. Section 6 provides a number of basic properties that may hold
for model-based reasoning methods within ambient agents. Section 7 addresses
verification of basic properties as introduced in Section 3 against simulation traces,
and interlevel relations between properties at different aggregation levels. Section 8
concludes the paper with a discussion.

2 Modelling Approach

This section introduces the formal modelling approach that is used throughout this
paper. Section 2.1 briefly describes the Temporal Trace Language (TTL) for
specification of dynamic properties (and its executable sublanguage LEADSTO), and
Section 2.2 briefly explains how reasoning methods are formalised in this paper.

2.1 The Temporal Trace Language TTL

In order to execute and verify human-like ambience models, the expressive language
TTL is used [7]. This predicate logical language supports formal specification and
analysis of dynamic properties, covering both qualitative and quantitative aspects.
TTL is built on atoms referring to states, time points and traces. A state of a process
for (state) ontology Ont is an assignment of truth values to the set of ground atoms in
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the ontology. The set of all possible states for ontology Ont is denoted by STATES(Ont).
To describe sequences of states, a fixed time frame T is assumed which is linearly
ordered. A trace γ over state ontology Ont and time frame T is a mapping γ : T →
STATES(Ont), i.e., a sequence of states γt (t ∈ T) in STATES(Ont). The set of dynamic
properties DYNPROP(Ont) is the set of temporal statements that can be formulated with
respect to traces based on the state ontology Ont in the following manner. Given a
trace γ over state ontology Ont, the state in γ at time point t is denoted by state(γ, t).
These states can be related to state properties via the formally defined satisfaction
relation |=, comparable to the Holds-predicate in the Situation Calculus: state(γ, t) |= p

denotes that state property p holds in trace γ at time t. Based on these statements,
dynamic properties can be formulated in a sorted first-order predicate logic, using
quantifiers over time and traces and the usual first-order logical connectives such as ¬,
∧, ∨, �, ∀, ∃. A special software environment has been developed for TTL, featuring
both a Property Editor for building and editing TTL properties and a Checking Tool
that enables formal verification of such properties against a set of (simulated or
empirical) traces.
Executable Format To specify simulation models and to execute these models, the
language LEADSTO [8], an executable sublanguage of TTL, is used. The basic
building blocks of this language are causal relations of the format α →→e, f, g, h β, which
means:

if state property α holds for a certain time interval with duration g,
then after some delay (between e and f) state property β will hold

for a certain time interval of length h.

where α and β are state properties of the form ‘conjunction of literals’ (where a literal
is an atom or the negation of an atom), and e, f, g, h non-negative real numbers.

2.2 Temporal Specification of Reasoning Methods

In this paper a dynamic perspective on reasoning is taken, following, e.g.. [14]. In
practical reasoning situations usually different lines of reasoning can be generated,
each leading to a distinct set of conclusions. In logic semantics is usually expressed in
terms of models that represent descriptions of conclusions about the world and in
terms of entailment relations based on a specific class of this type of models. In the
(sound) classical case each line (trace) of reasoning leads to a set of conclusions that
are true in all of these models: each reasoning trace fits to each model. However, for
non-classical reasoning methods the picture is different. For example, in default
reasoning or abductive reasoning methods a variety of mutually contradictory
conclusion sets may be possible. It depends on the chosen line of reasoning which one
of these sets fits.

The general idea underlying the approach followed here, and inspired by [14] is
that a particular reasoning trace can be formalised by a sequence of information
states M0, M1, ...... . Here any Mt is a description of the (partial) information that has
been derived up to time point t. From a dynamic perspective, an inference step,
performed in time duration D is viewed as a transition Mt → Mt+D of a current
information state Mt to a next information state Mt+D. Such a transition is usually
described by application of a deduction rule or proof rule, which in the dynamic
perspective on reasoning gets a temporal aspect. A particular reasoning line is
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formalised by a sequence (Mt) t∈T of subsequent information states labelled by
elements of a flow of time T, which may be discrete, based on natural numbers, or
continuous, based on real numbers.

An information state can be formalised by a set of statements, or as a three-valued
(false, true, undefined) truth assignment to ground atoms, i.e., a partial model. In the
latter case, which is followed here (as in [14]), a sequence of such information states
or reasoning trace can be interpreted as a partial temporal model. A transition relating
a next information state to a current one can be formalised by temporal formulae the
partial temporal model has to satisfy. For example, a modus ponens deduction rule
can be specified in temporal format as:

derived(I) ∧ derived(implies(I, J)) →→ derived(J)

So, inference rules are translated into temporal rules thus obtaining a temporal theory
describing the reasoning behaviour. Each possible reasoning trace can be described
by a linear time model of this theory (in temporal partial logic).

In this paper, this dynamic perspective on reasoning is applied in combination
with facts that are labelled with temporal information, and models based on causal or
temporal relationships that relate such facts. To express the information involved in
an agent’s internal reasoning processes, the ontology shown in Table 1 is used.

Predicate Description
belief(I:INFO_EL) information I is believed
world_fact(I:INFO_EL) I is a world fact
has_effect(A:ACTION, I:INFO_EL) action A has effect I
Function to INFO_EL Description
leads_to_after(I:INFO_EL, J:INFO_EL, D:REAL) state property I leads to state property J after duration D
at(I:INFO_EL, T:TIME) state property I holds at time T

Table 1. Generic Ontology used within the Ambient Agent Model

As an example belief(leads_to_after(I:INFO_EL, J:INFO_EL, D:REAL)) is an expression based on
this ontology which represents that the agent has the knowledge that state property I
leads to state property J with a certain time delay specified by D. An example of a
kind of dynamic modus ponens rule can be specified as

belief(at(I, T)) ∧ belief(leads_to_after(I, J, D)) →→ belief(at(J, T+D))

This temporal rule states that if it is believed (by the agent) that I holds at T and that I
leads to J after duration D, then it will be believed that J holds at T + D. This
representation format will be used to formalise this and other types of model-based
reasoning methods, as will be shown more extensively in Sections 3 and 4.

3 Model-Based Reasoning Methods for Belief Generation

Two types of reasoning methods to generate beliefs can be distinguished:
- Forward reasoning methods for belief generation
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These are reasoning methods that follow the direction of time and causality,
deriving from beliefs about properties at certain time points, new beliefs about
properties at later time points.

- Backward reasoning methods for belief generation
These are reasoning methods that follow the opposite direction of time and
causality, deriving from beliefs about properties at certain time points, new beliefs
about properties at earlier time points.

In Section 3.1 the forward reasoning methods for belief generation are discussed, in
Section 3.2 the backward reasoning methods.

3.1 Forward reasoning methods for belief generation

Forward reasoning methods are often used to make predictions on future states, or on
making an estimation of the current state based on information acquired in the past.
The first reasoning method is one that occurs in the literature in many variants, in
different contexts and under different names, varying from, for example,
computational (numerical) simulation based on difference or differential equations,
qualitative simulation, causal reasoning, execution of executable temporal logic
formulae, and forward chaining in rule-based reasoning, to generation of traces by
transition systems and finite automata. The basic specification of this reasoning
method can be expressed as follows.

Belief Generation based on Positive Forward Simulation
If it is believed that I holds at T and that I leads to J after duration D, then it is believed that J holds after D.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME
belief(at(I, T)) ∧ belief(leads_to_after(I, J, D)) →→ belief(at(J, T+D))
If it is believed that I1 holds at T and that I2 holds at T, then it is believed that I1 and I2 holds at T.
belief(at(X1,T)) ∧ belief(at(X2, T)) →→ belief(at(and(X1, X2), T))

Note that, if the initial beliefs are assumed correct, belief correctness holds for leads
to beliefs, and positive forward correctness of leads to relationships holds, then all
beliefs generated in this way are correct. A second way of belief generation by
forward simulation addresses the propagation of negations. This is expressed as
follows.

Belief Generation based on Single Source Negative Forward Simulation
If it is believed that I does not hold at T and that I leads to J after duration D, then it is believed that J does
not hold after D.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME
belief(at(not(I), T)) ∧ belief(leads_to_after(I, J, D)) →→ belief(at(not(J), T+D)))
If it is believed that I1 (resp. I2) does not hold at T, then it is believed that I1 and I2 does not hold at T.
belief((at(not(I1),T))) →→ belief(at(not(and(I1, I2)), T))
belief(at(not(I2),T)) →→ belief(at(not(and(I1, I2)), T))

Note that this only provides correct beliefs when the initial beliefs are assumed
correct, belief correctness holds for leads to beliefs, and single source negative
forward correctness holds for the leads to relationships.

Belief Generation based on Multiple Source Negative Forward Simulation
If for any J and time T, for every I that is believed to lead to J after some duration D, it is believed that I
does not hold before duration D, then it is believed that J does not hold.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME

∀I, D [ belief(leads_to_after(I, J, D)) → belief(at(not(I), t-D) ] →→ belief(at(not(J), T))
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If it is believed that I1 (resp. I2) does not hold at T, then it is believed that I1 and I2 does not hold at T.
belief(at(not(I1),T)) →→ belief(at(not(and(I1, I2)), T))
belief(at(not(I2),T)) →→ belief(at(not(and(I1, I2)), T))

This provides correct beliefs when the initial beliefs are assumed correct, belief
correctness holds for leads to beliefs, and multiple source negative forward
correctness holds for the leads to relationships.

3.2 Backward reasoning methods for belief generation

The basic specification of a backward reasoning method is specified as follows.

Belief Generation based on Modus Tollens Inverse Simulation
If it is believed that J does not hold at T and that I leads to J after duration D, then it is believed that I does
not hold before duration D.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME
belief(at(not(J), T)) ∧ belief(leads_to_after(I, J, D)) →→ belief(at(not(I), T-D))
If it is believed that not I1 and I2 holds at T and that I2 (resp. I1) holds at T, then it is believed that I1 (resp.
I2) does not hold at T.
belief(at(not(and(I1, I2), T)) ∧ belief(at(I2, T)) →→ belief(at(not(I1), T))
belief(at(not(and(I1, I2), T)) ∧ belief(at(I1, T)) →→ belief(at(not(I2), T))

Belief Generation based on Simple Abduction
If it is believed that J holds at T and that I leads to J after duration D, then it is believed that I holds before
duration D.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME
belief(at(J, T)) ∧ belief(leads_to_after(I, J, D)) →→ belief(at(I, T-D))
If it is believed that I1 and I2 holds at T, then it is believed that I1 holds at T and that I2 holds at T.
belief(at(and(I1, I2), T)) →→ belief(at(I1,T)) ∧ belief(at(I2, T))

As another option, an abductive causal reasoning method can be internally
represented in a simplified form as follows.

Belief Generation based on Multiple Effect Abduction
If for any I and time T, for every J for which it is believed that I leads to J after some duration D, it is
believed that J holds after duration D, then it is believed that I holds at T.
∀I:INFO_EL ∀T:TIME
∀J [belief(leads_to_after(I, J, D)) → belief(at(J, T+D)) ] →→ belief(at(I, T))
If it is believed that I1 and I2 holds at T, then it is believed that I1 holds at T and that I2 holds at T.
belief(at(and(I1, I2), T)) →→ belief(at(I1,T)) ∧ belief(at(I2, T))

Belief Generation based on Context-Supported Abduction
If it is believed that J holds at T and that I2 holds at T and that I1 and I2 leads to J after duration D, then it
is believed that I1 holds before duration D.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME
belief(at(J, T)) ∧ belief(at(I2, T-D)) ∧ belief(leads_to_after(and(I1, I2), J, D)) →→ belief(at(I1, T-D))
If it is believed that I1 and I2 holds at T, then it is believed that I1 holds at T and that I2 holds at T.
belief(at(and(I1, I2), T)) →→ belief(at(I1,T)) ∧ belief(at(I2, T))

4 Controlling Belief Generation

An uncontrolled belief generation approach may easily lead to a combinatorial
explosion of generated beliefs, for example, based on all conjunctions that can be
formed. Therefore, controlled approaches where selection is done in some stage of the
process are usually more effective. Often more specific knowledge is available based
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on which belief generation can leave out of consideration some (or most) of the
possible beliefs that can be generated. To incorporate such selections, the following
three approaches are possible: selection afterwards overall, selection afterwards step
by step, selection before. Each of these options is discussed in more detail.
Furthermore, it is discussed what selection criteria can be used to make such a
selection.

Belief Generation Selection

Selection Afterwards Overall
In this approach first (candidate) beliefs are generated in an uncontrolled manner, and
after that a selection process is performed based on some selection criterion. Two
examples, one for a forward belief generation form and one for a backward belief
generation form are as follows.

Controlled Belief Generation based on Positive Forward Simulation by Selection Afterwards Overall
If it is believed that I holds at T and that I leads to J after duration D, then it is believed that J holds after D.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME
belief(at(I, T)) ∧ belief(leads_to_after(I, J, D)) →→ belief(at(J, T+D))
If it is believed that I1 holds at T and that I2 holds at T, then it is believed that I1 and I2 holds at T.
belief(at(I1,T)) ∧ belief(at(I2, T)) →→ belief(at(and(I1, I2), T))
If I is a belief and selection criterion s is fulfilled, then I is a selected belief.
belief(at(I, T)) ∧ s →→ selected_belief(at(I, T))

Controlled Belief Generation based on Multiple Effect Abduction by Selection Afterwards Overall
If for any I and time T, for every J for which it is believed that I leads to J after some duration D, it is
believed that J holds after duration D, then it is believed that I holds at T.
∀I:INFO_EL ∀T:TIME
∀J [belief(leads_to_after(I, J, D)) → belief(at(J, T+D)) ] →→ belief(at(I, T))
If it is believed that I1 and I2 holds at T, then it is believed that I1 holds at T and that I2 holds at T.
belief(at(and(I1, I2), T)) →→ belief(at(I1,T)) ∧ belief(at(I2, T))
If I is a belief and selection criterion s is fulfilled, then I is a selected belief.
belief(at(I, T)) ∧ s →→ selected_belief(at(I, T))

This approach to control can only be applied when the number of beliefs that is
generated in an uncontrolled manner is small. Otherwise more local approaches are
better candidates to consider.

Selection Afterwards Step by Step
The step by step variant of selection afterwards performs the selection immediately
after a belief has been generated. By such a local selection it is achieved that beliefs
that are not selected can not be used in further belief generation processes, thus
limiting these processes. The approach uses the temporal selection rule given above
together with a slightly adapted form of specification to generate beliefs. Again two
examples, one for a forward belief generation form and one for a backward belief
generation form are as follows.

Controlled Bel. Generation based on Positive Forward Simulation by Selection Aft. Step by Step
If it is believed that I holds at T and that I leads to J after duration D, then it is believed that J holds after D.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME
selected_belief(at(I, T)) ∧ belief(leads_to_after(I, J, D)) →→ belief(at(J, T+D))
If it is believed that I1 holds at T and that I2 holds at T, then it is believed that I1 and I2 holds at T.
selected_belief(at(I1,T)) ∧ selected_belief(at(I2, T)) →→ belief(at(and(I1, I2), T))
If I is a belief and selection criterion s is fulfilled, then I is a selected belief.
belief(at(I, T)) ∧ s →→ selected_belief(at(I, T))
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Controlled Belief Generation based on Multiple Effect Abduction by Selection Aft. Step by Step
If for any I and time T, for every J for which it is believed that I leads to J after some duration D, it is
believed that J holds after duration D, then it is believed that I holds at T.
∀I:INFO_EL ∀T:TIME
∀J [belief(leads_to_after(I, J, D)) → selected_belief(at(J, T+D)) ] →→ belief(at(I, T))
If it is believed that I1 and I2 holds at T, then it is believed that I1 holds at T and that I2 holds at T.
selected_belief(at(and(I1, I2), T)) →→ belief(at(I1,T)) ∧ belief(at(I2, T))
If I is a belief and selection criterion s is fulfilled, then I is a selected belief.
belief(at(I, T)) ∧ s →→ selected_belief(at(I, T))

This selection approach may be much more efficient than the approach based on
selection afterwards overall.

Selection Before
The approach of selection afterwards step by step can be slightly modified by not
selecting the belief just after its generation, but just before. This allows fo
r a still more economic process of focus generation. Again two examples, one for a
forward belief generation form and one for a backward belief generation form are as
follows.

Controlled Belief Generation based on Positive Forward Simulation by Selection Before
If it the belief that I holds at T was selected and it is believed that I leads to J after duration D, and selection
criterion s1 holds, then the belief that J holds after D is selected.
∀I,J:INFO_EL ∀D:REAL ∀T:TIME
selected_belief(at(I, T)) ∧ belief(leads_to_after(I, J, D)) ∧ s1 →→ selected_belief(at(J, T+D))
If the beliefs that I1 holds at T and that I2 holds at T were selected, and selection criterion s2 holds, then the
conjunction of I1 and I2 at T is a selected belief.
selected_belief(at(I1,T)) ∧ selected_belief(at(I2, T)) ∧ s2 →→ selected_belief(at(and(I1, I2), T))

Controlled Belief Generation based on Multiple Effect Abduction by Selection Before
If for any I and time T, for every J for which it is believed that I leads to J after some duration D, the belief
that J holds after duration D was selected, and selection criterion s1 holds, then it the belief that I holds at T
is a selected belief.
∀I:INFO_EL ∀T:TIME
∀J [belief(leads_to_after(I, J, D)) → selected_belief(at(J, T+D)) ] ∧ s1 →→ selected_belief(at(I, T))
If the beliefs that I1 and I2 holds at T were selected, and selection criterion s2 holds then the belief that I1
holds at T is a selected belief.
selected_belief(at(and(I1, I2), T)) ∧ s2 →→ selected_belief(at(I1,T))

If the beliefs that I1 and I2 holds at T were selected, and selection criterion s2 holds then the belief that I2
holds at T is a selected belief
selected_belief(at(and(I1, I2), T)) ∧ s3 →→ selected_belief(at(I2, T))

4.2 Selection Criteria in Reasoning Methods for Belief Generation

Selection criteria needed for controlled belief generation can be specified in different
manners. A simple manner is by assuming that the agent has knowledge which beliefs
are relevant, expressed by a predicate in_focus. If this assumption is made, then any
selection criterion s can be expressed as in_focus(I), where I is the property for which a
belief is considered. The general idea is that if a belief can be generated, it is selected
(only) when it is in focus. For example, for the two methods for selection afterwards,
the temporal rule will be expressed as:

belief(at(I, T)) ∧ in_focus(I) →→ selected_belief(at(I, T))

For the method based on selection before, based on focus information the temporal
rules will be expressed for the forward example by:
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∀I,J:INFO_EL ∀D:REAL ∀T:TIME
selected_belief(at(I, T)) ∧ belief(leads_to_after(I, J, D)) ∧ in_focus(J) →→ selected_belief(at(J, T+D))
selected_belief(at(I1,T)) ∧ selected_belief(at(I2, T)) ∧ in_focus(and(I1, I2)) →→ selected_belief(at(and(I1, I2), T))

For the backward example of the method based on selection before, the temporal rules
will be expressed by:
∀I:INFO_EL ∀T:TIME
∀J [belief(leads_to_after(I, J, D)) → selected_belief(at(J, T+D)) ] ∧ in_focus(I) →→ selected_belief(at(I, T))
selected_belief(at(and(I1, I2), T)) ∧ in_focus(I1) →→ selected_belief(at(I1,T))

selected_belief(at(and(I1, I2), T)) ∧ in_focus(I2) →→ selected_belief(at(I2, T))

It is beyond the scope of this paper whether such foci may be static or dynamic and
how they can be determined by an agent. For cases that such general focus
information is not available, the selection criteria can be specified in different
manners.

5 Simulation

This section illustrates for a number of the reasoning methods provided in the
previous sections how they can be used within ambient agents that perform model-
based reasoning. This is done by means of two example case studies, each involving
an ambient system that uses a causal dynamic model to represent the behaviour of a
human, and uses the reasoning methods to determine the state of the human in a
particular situation. Section 5.1 focuses on a system that monitors the state of car
drivers in order to avoid unsafe driving. Section 5.2 addresses an ergonomic system
that monitors the stress level of office employees. Both case studies have been
formalised and, using the LEADSTO simulation software [8], have been used to
generate a number of simulation traces. In this section, for each model one example
simulation trace is shown. More simulation traces can be found in the Appendix on1.

5.1 Ambient Driver Model

The example model used as an illustration in this section is inspired by a system
designed by Toyota which monitors drivers in order to avoid unsafe driving. The
system can basically measure drug level in the sweat of a driver (e.g., via a sensor at
the steering wheel, or at an ankle belt), and monitor steering operations and the gaze
of the driver. Note that the system is still in the experimental phase. The model used
in this paper describes how a high drug intake leads to a high drug level in the blood
and this leads to physiological and behavioural consequences: (1) physiological: a
high drug level (or a substance relating to the drug) in the sweat, (2) behavioural:
abnormal steering operation and an unfocused gaze. The dynamic model is
represented within the ambient agent by the following beliefs (where D is an arbitrary
time delay):

belief(leads_to_after(drug_intake_high, drug_in_blood_high, D)
belief(leads_to_after(drug_in_blood_high, drug_in_sweat_high, D)

1 http://www.cs.vu.nl/~mhoogen/reasoning/appendix-rm-ami.pdf
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belief(leads_to_after(drug_in_blood_high, abnormal_steering_operation, D)
belief(leads_to_after(drug_in_blood_high, unfocused_gaze, D)

Figure 1 shows this dynamical model in a graphical form.

Fig. 1. Graphical representation of the dynamical model

By applying the different reasoning methods specified in Section 3 and 4, the state of
the driver and the expected consequences can be derived. In the simulations below the
controlled belief generation method has been used based on selection before beliefs
are generated; every temporal rule requires that certain selection criteria are met and
that the belief to be derived is in focus. In the following simulations, for the sake of
simplicity all information is desired, therefore all derivable beliefs are in focus. The
selection criteria involve knowledge about the number of effects and sources that are
required to draw conclusions. The knowledge used in this model is the following.

sufficient_evidence_for(and(abnormal_steering_operation, unfocused_gaze), drug_in_blood_high)
sufficient_evidence_for(drug_in_sweat_high, drug_in_blood_high)
sufficient_evidence_for(drug_in_blood_high, drug_intake_high)
in_focus(drug_intake_high); in_focus(drug_in_blood_high); in_focus(drug_in_sweat_high);
in_focus(abnormal_steering_operation); in_focus(unfocused_gaze)

Here, the predicate sufficient_evidence_for(P, Q) represents the belief that expression P is
sufficient evidence for the system to derive Q. An example simulation trace is shown
in Figure 2. In the Figure, the left side shows the atoms that occur during the
simulation, whereas the right side represents a time line where a grey box indicates an
atom is true at that time point, and a light box indicates false. In this trace, it is known
(by observation) that the driver is steering abnormally and that the driver’s gaze is
unfocused. Since these two beliefs are sufficient evidence for a high drug level in the
blood, using the reasoning method Belief Generation based on Multiple Effect
Abduction, at(drug_in_blood_high, 1) becomes a selected belief at time point 3. Given this
derived belief, the belief can be deduced that the drug level in the sweat of the driver
is high, using Positive Forward Simulation. At the same time (time point 4), the
reasoning method Simple Abduction determines the belief that the drug intake of the
driver must have been high.

Fig. 2. Simulation Trace: abnormal steering and unfocused gaze detected

abnormal_steering_operation

unfocused_gaze

drug_in_sweat_high

drug_in_blood_high

drug_intake_high

112



5.2 Ambient Stress Model

The example model used in this section is inspired by ergonomic systems that monitor
the activities of office employees in their workspace, e.g., in order to avoid RSI (for
example, WorkPace, see http://workpace.com/). Such systems may measure various
types of information. In this section, three types of measurable (sensor) information
are taken into account, namely actions (e.g., mouse clicks or key strokes), biological
aspects (e.g., heart beat, temperature, or skin conductivity), and activities (e.g.,
incoming e-mails, telephone calls, or electronic agenda items). The model considered
here describes how (the observation of) a certain activity can lead to a high level of
stress and this leads to biological/physiological and behavioural consequences: (1)
biological: called here ‘high biological aspect’ (e.g., increased heart rate) (2)
behavioural: changed action (e.g., high number of keystrokes per second). The
dynamical model is represented within the ambient agent by the following beliefs:

belief(leads_to_after(activity, observes(activity), D))
belief(leads_to_after(observes(activity), preparedness_to_act, D))
belief(leads_to_after(observes(activity), stress(high), D))
belief(leads_to_after(preparedness_to_act, stress(high), D))
belief(leads_to_after(stress(high), preparedness_to_act, D))
belief(leads_to_after(preparedness_to_act, action, D))
belief(leads_to_after(stress(high), biological_aspect, D))

Figure 3 shows this dynamical model in a graphical form.

Fig. 3. Graphical representation of the dynamical model

Similar to Section 5.1, by applying the different reasoning methods specified earlier,
the expected consequences for the state of the human and can be derived. Below, a
number of simulation traces are shown, each with different settings for the selection
criteria:

sufficient_evidence_for(biological_aspect(high), stress(high))
sufficient_evidence_for(observes(activity), activity)
sufficient_evidence_for(preparedness_to_act, stress(high))
sufficient_evidence_for(preparedness_to_act, observes(activity))
sufficient_evidence_for(stress(high), preparedness_to_act)
sufficient_evidence_for(stress(high), observes(activity))
sufficient_evidence_for(action, preparedness_to_act)

in_focus(action); in_focus(biological_aspect(high); in_focus(stress(high));
in_focus(observes(activity)); in_focus(activity)

In other words, by selecting different combinations of these criteria, different
reasoning steps will be performed. Notice that the model considered here contains a
cycle (see Figure 3). Therefore it is possible to derive an infinite number of beliefs
for different time points. For example, if at(preparedness_to_act, 8) is believed, then by
simple Positive Forward Simulation also at(stress(high), 9) would be derived, after which

activity observes(activity) stress(high)

preparedness_to_act

action

biological_aspect(high)
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at(preparedness_to_act, 10) would be derived, and so on. However, it is not conceptually
realistic, nor desirable that an agent attempts to derive beliefs about time points very
far in the future. Therefore, by means of the in_focus predicate, an indication of a focus
time interval has been specified, for example by statements like
in_focus(at(preparedness_to_act, 8)).

An example simulation trace is shown in Figure 4. This trace uses as foci all
possible information between time point 0 and 10. These foci have been derived using
the following rule:

in_focus(I) ∧ 0 ≤ T ≤ 10 →→ in_focus(at(I, T))

The only initially available knowledge that is present in this trace is at(action, 5). As
shown in the figure, both Positive Forward Simulation and Simple Abduction are
performed several times, eventually leading to all possible derivable information
between time point 0 and 10.

Fig. 4. Simulation Trace: Employee performs active behaviour (to be continued on next page)
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Fig. 4. Simulation Trace: Employee performs active behaviour
(continued from previous page)

6 Basic Properties of World Facts, Beliefs and Leads To Relations

This section provides a number of basic properties that may hold for model-based
reasoning methods within ambient agents. Section 6.1 addresses properties of world
facts and beliefs; Section 6.2 addresses properties of LEADSTO relations.

6.1 Properties of world facts and beliefs

The following basic assumptions concerning two-valued world facts may hold:
Consistency of world facts In any state, it never happens that a world fact and its negation both hold.
not [ state(γ, t) |= world_fact(I) & state(γ, t) |= world_fact(not(I)) ]
Completeness of world facts In any state, for any world fact it holds or its negation holds.
state(γ, t) |= world_fact(I) | state(γ, t) |= world_fact(not(I))
Consistency and completeness of world facts In any state, for any world fact it holds if and only if its
negation does not hold
state(γ, t) |= world_fact(I) ⇔ not state(γ, t) |= world_fact(not(I))
Belief consistency In any state, it never happens that a fact and its negation are both believed.
not [ state(γ, t) |= belief(I) & state(γ, t) |= belief(not(I)) ]
Belief correctness In any state, when a fact is believed it holds as a world fact.
state(γ, t) |= belief(at(I, t')) � state(γ, t') |= world_fact(I)
Belief persistence In any state, if a fact is believed, it will be believed at any later time point, unless its
negation is believed at that time point.
∀t, t'≥t [ state(γ, t) |= belief(I) & not state(γ, t') |= belief(not(I)) � state(γ, t') |= belief(I) ]
∀t, t'≥t [ state(γ, t) |= belief(not(I)) & not state(γ, t') |= belief(I) � state(γ, t') |= belief(not(I)) ]
Belief completeness For any state, any fact is believed or its negation is believed.
state(γ, t) |= belief(I) | state(γ, t) |= belief(not(I))
Belief coverage In any state, any true world fact is believed.
state(γ, t) |= world_fact(I) � state(γ, t) |= belief(I)

In the general form, where a universal quantifier is assumed over I, belief
completeness and belief coverage will usually not hold. However, it may hold for a
specific class of information I. For example, sometimes it is assumed that the agent
has complete beliefs about leads to relationships.
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6.2 Properties of leads to relationships

The leads_to_after relationship expresses the conceptual core of a wide class of dynamic
modelling concepts that occur in the literature in different contexts and under
different names; see also [10]. Examples of such dynamical modelling concepts are,
computational numerical modelling by difference or differential equations, qualitative
dynamic modelling, causal relationships, temporal logic specifications, rule-based
representations, Petri net representations, transition systems and finite automata.
Often, either explicitly or implicitly the general assumption is made that when facts
are true in the world, the facts to which they lead are also true in the world. This
property is expressed as follows, also formulated by contraposition into a logically
equivalent one:

Positive forward correctness If a world fact I holds in a state and it leads to another world fact J after
duration D, then in the state after duration D this J will hold
state(γ, t) |= world_fact(I) & state(γ, t) |= world_fact(leads_to_after(I, J, D)) � state(γ, t+D) |= world_fact(J)
Negative backward correctness If a world fact J does not hold in a state and another world fact I leads to
J after duration D, then in the state before duration D this I will not hold
state(γ, t) |= world_fact(not(J)) & state(γ, t) |= world_fact(leads_to_after(I, J, D)) �

state(γ, t-D) |= world_fact(not(I))

Sometimes, also the more specific assumption is made that a world fact can be true
only when a world fact preceding it via a leads to relation is true. This assumption can
be seen as a temporal variant of a Closed World Assumption.

Negative forward correctness (single source) If a world fact I doers not hold in a state and it leads to
another world fact J after duration D, then in the state after duration D this J will not hold
state(γ, t) |= world_fact(not(I)) & state(γ, t) |= world_fact(leads_to_after(I, J, D)) �

state(γ, t+D) |= world_fact(not(J))
Positive backward correctness (single source) If a world fact J holds in a state and another world fact I
leads to J after duration D, then in the state before duration D this I will hold
state(γ, t) |= world_fact(J) & state(γ, t) |= world_fact(leads_to_after(I, J, D)) � state(γ, t-D) |= world_fact(I)

The latter property can be formulated by contraposition into a logically equivalent
property of the former one. These properties play a role in abductive reasoning
methods, and automated explanation generation (in particular for why-explanations:
answers on questions such as ‘Why does J hold?’). The latter two properties may not
be fulfilled in cases that two (or multiple) non-equivalent world facts I1 and I2 exist
that each lead to a world fact J. If I1 holds, and it leads to the truth of J, then it may
well be the case that I2 never was true. A more complete property to cover such cases
is the following.

Negative forward correctness (multiple sources) If for a world fact J, for every world fact I which leads
to J after a duration D it does not hold in the state before duration D, then in the state after duration D this J
will not hold
∀I, D [ state(γ, t-D) |= world_fact(leads_to_after(I, J, D)) � state(γ, t-D) |= world_fact(not(I)) ]

� state(γ, t) |= world_fact(not(J))
Positive backward correctness (multiple sources) If a world fact J holds in a state, then there exists a
world fact I which leads to J after a duration D which holds in the state before duration D.
state(γ, t) |= world_fact(J)

� ∃I, D [ state(γ, t-D) |= world_fact(leads_to_after(I, J, D)) & state(γ, t-D) |= world_fact(I) ]

To obtain a logical foundation for a temporal variant of the Closed World Assumption
in such situations in the context of executable temporal logic, in [13] the notion of
temporal completion was introduced, as a temporal variant of Clark’s completion in
logic programming.
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7 Formal Analysis of Dynamic Properties

This section shows how it can be verified that the reasoning methods introduced in
Section 3 and 4 (and simulation traces generated on the basis of these methods)
satisfy certain basic properties as introduced in Section 6. This is done by establishing
logical (inter-level) relationships between a global property (GP) of reasoning
methods on the one hand, and the basic reasoning steps (or local properties, LP’s) on
the other hand, in such a way that the combination of reasoning steps (logically)
entails the global property. In order to establish such inter-level relationships, also
certain intermediate properties (IP’s) are constructed, which can be used as
intermediate steps in the proof. Here, the focus is on one particular property from
Section 6, namely the Belief Correctness property. This global property for belief
generation is expressed below in GP1 and states that all beliefs should be correct. This
should hold for all reasoning intervals within the trace (i.e. starting at an observation
interval, and the reasoning period thereafter without new observation input). Note that
all variables γ that are not explicitly declared are assumed to be universally quantified.
Moreover, E is assumed to be the duration of a reasoning step.

GP1 (Belief Correctness)
For all time points t1 and t2 later than t1 whereby at t1 a observations are observed, and between t1 and t2 no new
observations are received, GP1(t1, t2) holds.
GP1
∀t1, t2 ≥ t1
[state(γ, t1) |= observation_interval &
¬state(γ, t2) |= observation_interval &
∀t’ < t2 & t’ > t1 [state(γ, t2) |= ¬observation_interval] ]
� GP1(t1, t2)

The specification of the global property for an interval is expressed below.

GP1(t1, t2) (Belief Correctness from t1 to t2)
Everything that is believed to hold at T at time point t’ between t1 and t2, indeed holds at that time point T.
GP1(t1, t2)
∀I, T, t’ ≥ t1 & t’ ≤ t state(γ, t’) |= belief(at(I, T)) � state(γ, T) |= world_fact(I)

In order to prove that property GP1 indeed holds, a proof by means of induction is
used. The basis step of this proof is specified in property LP1, whereby the beliefs
during the observation interval need to be correct.

LP1(t) (Belief Correctness Induction Basis)
If time point t is part of the observation interval, then everything that at time point t is believed to hold at time point T,
indeed holds at time point T.
LP1(t)
state(γ, t) |= observation_interval �
[ ∀I,T state(γ, t) |= belief(at(I, T)) � state(γ, T) |= world_fact(I) ]

Furthermore, the induction step includes that if the global property holds from a time
point t to the same time point, then the property should also hold between t and t + E.

IP1 (Belief Correctness Induction Step)
For all time points t, if GP1(t, t) holds, then also GP1(t, t+E) holds.
IP1
∀t GP1(t, t) � GP1(t, t+E)

In order to prove that this induction step indeed holds, the following three properties
are specified: IP2, LP2, and LP3. First of all, the grounding of the belief generation
(IP2) which states that for all beliefs that have not been generated since the last
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observation interval, they should either have been derived by means of forward
reasoning, or by means of abduction.

IP2 (Belief Generation Grounding)
For all time points t+E, if information element J is believed to hold at time point T and J was not believed during the last
observation interval, then either this was derived by applying a forward leadsto rule, or by means of abduction.
IP2
∀t,t0,J,T
[ state(γ, t) |= belief(at(J, T)) & last_observation_interval(t, t0) & ¬state(γ, t0) |= belief(at(J, T))
� ∃I,t2, D

[ state(γ, t2) |= belief(at(I, T-D)) & state(γ, t2) |= belief(leads_to_after(I, J, D)) |
state(γ, t2) |= belief(at(I, T+D)) & state(γ, t2) |= belief(leads_to_after(J, I, D)) ]

Property LP2 expresses the correctness of the model believed, that should correspond
with the model present in the world.

LP2 (Model Representation Correctness)
For all time points t, if it is believed that I leads to J after duration D, then I indeed leads to J after duration D.
LP2
∀t,I,J,D
state(γ, t) |= belief(leads_to_after(I, J, D)) � state(γ, t) |= world_fact(leads_to_after(I, J, D))

The correctness of the derivations within the world is expressed in LP3.

LP3 (Positive Forward Correctness)
For all time points t, if information element I holds and I leads to J after duration D, then at time point t+D information
element J holds.
LP3
∀t,I,J,T,D
state(γ, t) |= world_fact(I) & state(γ, t) |= world_fact(leads_to_after(I, J, D)) � state(γ, t+D) |= world_fact(J)

The final properties specified (LP4 and LP5) are used to ground property IP2. LP4
expresses that if a certain belief concerning an information element holds, and from
this belief another belief concerning an information element can be derived, then this
is the case at some time point t2.

LP4 (Belief Generation based on Positive Forward Simulation)
For all time points t, if information element I is believed to hold at time point T and it is believed that I leads to J after
duration D, then there exists a time point t2 information element J is believed to hold at time point T+D.
LP4
∀t1,t2,I,J,T,D
state(γ, t1) |= belief(at(I, T)) & state(γ, t1) |= belief(leads_to_after(I, J, D)) � state(γ, t2) |= belief(at(J, T+D))

Property LP5 specifies how beliefs can be generated based on abduction.

LP5 (Belief Generation based on Abduction)
For all time points t, if information element J is believed to hold at time point T and it is believed that I leads to J after
duration D, then there exists a time point t2 information element I is believed to hold at time point T-D.
LP4
∀t1,t2,I,J,T,D
state(γ, t1) |= belief(at(J, T)) & state(γ, t1) |= belief(leads_to_after(I, J, D)) � state(γ, t2) |= belief(at(I, T-D))

Figure 5 depicts the relations between the various properties by means of an AND
tree. Here, if a certain property is connected to properties at a lower level, this
indicates that the properties at the lower level together logically imply the higher level
property. Note: LP4G and LP5G are the grounding2 variant of LP4 and LP5
respectively, which is why they are depicted in grey.

2 The grounding variant of an executable property states that there is no other property with the
same consequent. For example, the grounding variant of A � B states that there is no other
property with B in its consequent, thus B � A can be derived.
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Figure 5 shows that global property GP1 can be related (by logical relations, as often
used in mathematical proof) to a set of local properties (LPs) of the reasoning
methods put forward in Section 3 and 4. Note that it is not claimed here that GP1
holds for all reasoning methods, but that it holds for those methods that satisfy the
lower level properties (LP1, LP4G, LP5G, LP2, and LP3). Such inter-level relations
can be useful for diagnosis of dysfunctioning of a reasoning process. For example,
suppose for a given reasoning trace (obtained either by simulation, such as in Section
5, or by other means, e.g. based on empirical material of an existing ambient system)
that the dynamic property GP1 does not hold, i.e., not all beliefs are correct. Given the
AND-tree structure in Figure 5, at least one of the children nodes of GP1 will not
hold, which means that either LP1 or IP1 will not hold. Suppose by further checking it
is found that IP1 does not hold. Then the diagnostic process can be continued by
focusing on this property. It follows that either IP2, LP2, or LP3 does not hold. This
process can be continued until the cause of the error is localised.

Fig. 5. Proof of GP1 depicted by means of an AND tree

The process mentioned above is based on the assumption that it is possible to
(automatically) check any property against a trace. To this end, the TTL Checker Tool
[5] can be used (and has indeed been used). For the traces presented in Section 5 all
properties shown in Figure 5 were checked, and turned out to hold.

8 Discussion

When ambient agents need to have knowledge about human behaviours and states
over time, it is useful when they possess explicitly represented causal and dynamical
models about the human’s processes. Once an ambient agent has such a model, a
number of logical reasoning methods can be based on such a model, and formally
specified as part of the agent design, as shown in this paper. The reasoning methods
included cover, for example, causal and numerical simulation, qualitative reasoning
and simulation, and abductive reasoning. In a number of simulation experiments
example reasoning patterns were shown based on this, thus showing reusability of the

GP1

IP1LP1

IP2 LP2 LP3

LP4G LP5G
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ambient agent design obtained. These simulation traces have been formally analysed
and verified.

In the general abductive reasoning framework, integrity constraints can be
specified (see e.g. [3, 12]). Such constraints can also be specified using the approach
specified in this paper, namely by incorporating these by means of the focus
mechanism specified in Section 4.2. Note that the notion of a focus is not only meant
to avoid integrity constraints not being satisfied, but is also meant as a way to direct
the reasoning process in an appropriate and efficient way.

In [4] temporal reasoning is combined with an Active Database (ADB) for the
detection of complex events in Smart Homes. The focus of that research is the
combination of ADB and temporal reasoning. There is no selection mechanism in that
paper as in the current work: the focus mechanism. Another example of temporal
reasoning in Ambient Intelligence [19] developed a multi-agent system based on a
knowledge-goal-plan (KGP) agent for transparent communication between users and
an Ambient Intelligence device. They have based their reasoning model on well-
known reasoning techniques such as Abductive Logic Programming and Logic
Programming with Priorities. In the current work however, the focus is at developing
the underlying reasoning methods that are useful in Ambient Intelligence applications.

Although the proposed reasoning methods have been applied successfully in two
case studies, the examples addressed were modelled at an abstract, conceptual level.
In future work, more complex and realistic case studies will be performed. In these
case studies, the possibilities to incorporate the proposed reasoning methods in real
artefacts in the environment will be explored. A specific question that will be
addressed is to what extent the reasoning methods are able to deal with dynamic
learning of new knowledge.
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