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Abstract

Energy management for domestic heating is a non trivial research challenge, especially given the dynamics associated to indoor and outdoor air temperatures, required comfortable temperature set points over time, parameters of the heating source and system, and energy loss rate and capacity of a house. In addition to all these factors, human influence or interaction is also a key aspect in this complex system. It is difficult and very costly to conduct experiments of this nature to scrutinize the dynamics and optimal efficiency of the system under all circumstances and constraints. This paper focuses on a domestic heating energy management system using an air to water heat pump and uses a pre-developed mathematical model for its performance. This mathematical model is integrated within a computational dynamic cognitive model which was developed based on neurocognitive evidence. An approach like this can be used as an experimental workbench for complex scenarios.
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1. Introduction

Energy is an important ingredient for the development of a country and adequate energy management is a vital aspect for a sustainable development. In many countries most of the energy usage goes to domestic heating and cooling [1, 2]. The amount of energy that can be saved by properly managing the energy usage of a house may not be felt as very significant, but in a global context it surely may provide a significant contribution to a better environment in the future. It has been observed that a major portion of energy used for domestic heating and cooling...
is needlessly wasted [2]. Therefore, many researchers focus on how to reduce domestic energy usage, specifically for heating related energy usage. The research reported here addresses different aspects of energy saving, among others making use of predicting variations in outside temperature, characteristics of a house, user preferences, improved devices, and usage of renewable energy sources. This paper mainly focuses on domestic heating management through an air to water heat pump together with relevant human cognition. For performance of an air to water heat pump a mathematical model was already developed [3]. This model describes the performance of an air to water heat pump, over time, in relation to variation both for indoor and outdoor temperatures and characteristics of a house. This model has been validated with realistic simulations and partly with empirical data [3,4].

Due to the developments in brain imaging and recording techniques, the insight in human brain processes is growing rapidly. This contributes to an improved quality of relevant data and knowledge, and to the development of new methods to explore this most complex system within human anatomy through different dimensions. Based on findings from Cognitive Neuroscience, a dynamic computational model was developed for action selection taking into account situation awareness [5]. This model includes a number of relevant cognitive states: performative desires, subjective desires, feeling, action preparation, ownership, attention, intention, and awareness. It models the interplay between conscious and unconscious processes. Behavior of inhabitants in a house has a strong impact on the energy consumption and it is an important factor for energy waste reduction, especially in a dynamic context [6].

This paper combines the mathematical model that was developed for analysis of smart daily energy management for an air to water heat pump with the cognitive model for situation awareness. It is a common problem in energy related research that practical experiments cost a lot in effort and money. Furthermore, when it is required to integrate human cognition also into the experiment it is much harder. Having this type of research contributes to facilitate a sophisticated working environment to simulate complex situations including behaviour of both technical systems and humans. This paper focuses on a single house with a human’s desires and intentions for selecting night indoor temperature. An inhabitant has desires on a comfort level required at night, strong desires to save money, and has to balance between comfort level and money (or energy) saving.

2. A mathematical model for heating by a heat pump and a cognitive model for action selection

This paper integrates two models that have been developed earlier. The first explains a mathematical model for the domestic energy usage by using an air-to-water heat pump. Due to space limitations only a brief description of this model will be presented in the current paper; more details can be found in [3]. The model calculates the energy used to heat a house over time according to a particular heating program. The second model covers cognitive processes behind action selection taking into account situation awareness; it has been applied to analyse the role of situation awareness in the aviation domain in [5]. This model addresses the interplay of a bottom-up and a top-down process and in particular how they interact with each other in order to cognitively drive a given situation to an adequate action.

2.1. Mathematical model for the domestic energy usage by an air-to-water heat pump

For a mathematical model of domestic energy usage by an air to water heat pump there are various dynamic factors to be considered. Among them one is the dynamics of outdoor air temperature. This also further can be divided into two parts daytime and nighttime outdoor air temperature. The outdoor air temperature typically shows a 24h periodic behavior (e.g., [7, 8]) and therefore also the energy usage to maintain a constant indoor temperature will vary over the time of a day. Sine-exponential and sinusoidal models are the most common analytical models used for this purpose. They calculate the pattern of outdoor temperatures over a day (and night) based on four parameters: sunrise time ($t_{\text{sunrise}}$) and sunset time ($t_{\text{set}}$), and maximum ($T_{\text{max}}$) and minimum ($T_{\text{min}}$) temperature values over the day [7]. Note that these are parameters for one given day, but they themselves are in fact variables at a time scale over a year, as they differ from day to day.

Equation (1) below presents the daytime outdoor temperature variation $d(t)$ and equation (2) presents the nighttime variation $n(t)$. The values for the time parameters and variables are relative to midnight. Here in the evening (before midnight) $T_{\text{min}}$ refers to the minimum temperature ahead in time and in the early morning (after midnight) it is of the day itself; similarly in the early morning (after midnight) $T_{\text{set}}$ refers to the temperature at
sunset of the previous day, but in the evening (before midnight) it refers to the temperature at sunset on the day itself.

\[
dot{t}(t) = b + a \sin \left( t - 15 + \frac{t_{\text{sunset}} - t_{\text{sunrise}}}{2} \right) \left( \frac{\pi}{t_{\text{sunset}} - t_{\text{sunrise}}} \right)
\]

where \( a = \left( T_{\text{max}} - T_{\text{min}} \right) / \left( 1 - \sin \left( \left( t_{\text{sunrise}} - 9 \right) \frac{\pi}{12} \right) \right) \) and \( b = (T_{\text{max}} - a) \)

\( n(t) = (T_{\text{min}} - d) + (T_{\text{sunset}} - T_{\text{min}} + d) e^{-a(t-t_{\text{sunset}})} \)  

Another important element for the heating model is the notion of degree days (\( dd \)). This concept \( dd \) has been introduced to approximate the analysis of energy consumption and energy performance of a building based on historical data (e.g., [9]). The number of degree-days is defined as the summation of individual deviations between the outdoor temperature \( T_{\text{od}} \) and a given indoor temperature \( T_{\text{id}} \) in each time step for a time interval from \( t_1 \) to \( t_2 \). This can be expressed mathematically as:

\[ dd(t_1, t_2) = \int_{t_1}^{t_2} (T_{\text{id}} - T_{\text{od}}(t)) \, dt \quad \text{when} \ T_{\text{id}} > T_{\text{od}}(t) \ \text{for all} \ t \leq t_1 \leq t \leq t_2 \]  

(3)

The next important process is natural indoor cooling down process when the heating system is off (where outdoor temperature is lower). The rate of change of the temperature of an object is proportional to the temperature difference between it and the ambient temperature [10]. When the ambient temperature is not a constant, modeling the indoor temperature under a cooling down process is a bit challenging. To approximate the time taken to cool down overnight from a given indoor temperature to another temperature early in the morning, it is crucial to know at each point in time the rate of change of the indoor temperature, thus obtaining a differential equation for \( T_{\text{id}}(t) \) which can be solved analytically or numerically. The following section adopts Newton’s law of cooling down for this; equation (4) presents the decay of indoor temperature under natural cooling down with varying ambient temperature. Here \( k \) is the heat transfer coefficient; it consists with energy loss per degree day \( e \) and the energy needed per degree increase of temperature (capacity \( C \)). The detail steps of deriving the equation (4) can be found in [3].

\[
T_{\text{id}}(t) = P + \left( f(t_1) - p + \frac{kQe^{at_{\text{sunset}}}}{\alpha - k} \right) e^{-k(t-t_1)} - \left( \frac{kQe^{at_{\text{sunset}}}}{\alpha - k} \right) e^{-a(t-t_1)}
\]

where \( k = \frac{e}{24C}, P = (T_{\text{min}} - d), Q = (T_{\text{sunset}} - T_{\text{min}} + d), t_1 \) is the starting time of the cooling down process, \( f(t) = -A + qe^{\beta t} = \left( \frac{D}{\alpha + B} \right) e^{-\alpha t}, \varphi = \left( \frac{A}{B} \right) + \left( \frac{D}{\alpha + B} \right) e^{-\alpha t} \)

To estimate from this the time taken in the cooling down process for a given loss of temperature \( \Delta T \) it is not possible to find the roots by directly solving the non-linear exponential equation in \( t \) in (4). However, an adequate approach for this is to use a standard numerical method which is able to approximate roots with a sufficient accuracy. Newton’s method [11] is a good choice for this due to its simplicity and good speed.

Finally it is important to understand the performance of the heat pump. The performance of a heat pump is indicated by its Seasonal Performance Factor SPF in equation (5): the ratio of the heat delivered by the heat pump (energy output: \( eo \)) and the electrical energy supplied to it (energy input: \( ei \)). Being a dynamic property over the outdoor temperature, to approximate its value in a linear manner, equation (6) (adopted from [9, 16]) can be used.

\[
SPF = \frac{\text{energy output}}{\text{energy input}} = \frac{eo}{ei}
\]

(5)

\[
SPF(T_{\text{od}}) = 7.5 - 0.1(T_{\text{w}} - T_{\text{od}})
\]

where \( T_{\text{w}} \) is the heating system water temperature and \( T_{\text{od}} \) is the outdoor temperature

(6)

The energy demand (\( ed \)) for heating over time is an essential factor in the analysis of energy usage. It mainly concerns (1) maintaining a particular indoor temperature (thermal comfort) over a certain time period given the
natural loss of heat, and (2) increasing the indoor temperature from a low value (for example, overnight) to a higher value wanted over some time period. The temperature maintenance energy demand \(tmed\) depends on the energy loss for a given pair of indoor and outdoor temperatures (where outdoor temperature \(<\) indoor temperature): it indicates the amount of energy through the heating system to compensate for this loss and thus to maintain the given indoor temperature. The degree-days concept expresses this energy loss \([6]\); the energy loss per degree-day is assumed to be \(e\); this is different for each house/building and depends on the isolation of the border between indoor and outdoor with walls, windows, floor, roof, ventilation, for example. For a given time interval, the value of \(tmed\) can be expressed as in equation (7). Furthermore, temperature increase energy demand \((tied)\) depends on the heat energetical capacity \(C\) of the house: this indicates how much energy is needed to raise the temperature by 1 degree. Therefore \(tied\) is proportional to the temperature difference \(\Delta T_{id}\) made and relates to the notion of capacity \(C\) of the house as in the equation (8). Finally the total energy demand can be expressed as in equation (9).

\[
\begin{align*}
tmeu(t_1, t_2) &= \int_{t_1}^{t_2} e \left( T_{id} - T_{od}(t) \right) dt \\
\text{(assuming } T_{id} > T_{od}(t) \text{)} \\
tied &= C \Delta T_{id} \\
ed &= tmed + tied
\end{align*}
\]

For a small time interval with length \(\Delta t\) the energy usage \(eu\) is proportional to the energy demand and relates to the seasonal performance factor \(SPF\) of the heat pump as expressed in equations (10).

\[
eu(t, t + \Delta t) = \frac{ed(t, t + \Delta t)}{SPF(T_{od}(t))}
\]

### 2.2. Computational dynamic cognitive model for human action selection

Human action selection is a complex process and the exact mechanisms of it are still being explored. Nevertheless, due to the developments in brain imaging and recording techniques much knowledge about this has been developed. This knowledge provides means to design and implement models for human action selection in more accurately. Details of neurocognitive evidence behind human action formation will not be included in the current paper but can be found separately in [5,12]. Fig. 1 presents the cognitive model for action selection and Table 1 summarizes the abbreviations used. The model takes inputs from two types of world states: WS\((bi)\) and WS\((sb)\); here \(s\) is a stimulus (that can be either external or internal to the agent) that may lead to an action execution, and \(b\) represents the effects of the execution of an action \(a\). The world state WS\((sb)\) leads to a sensor state SS\((s)\) as input, and subsequently to a sensory representation state SR\((s)\). Moreover, the model includes both conscious and unconscious aspects. The states: SR\((s)\), SR\((b)\), PD\((b)\), PA\((a)\), F\((b)\), Per\((b, s)\), PO\((a, b)\), and RO\((a, b)\) are considered to be unconscious and contributing to bottom-up processes, whereas as the states: SD\((b)\), Att\((b, s)\), CInt\((b, s)\), PAwr\((a, b, s)\), and RAwr\((a, b, s)\) represent more conscious influences, contributing to top-down processes. The bottom-up cognitive processes have been mapped to unconscious action formation, whereas top-down processes have been related to the conscious action formation [13–16]; it seems that the action selection process initiates from unconscious phenomena, and that later the conscious experience of this action selection is developed. The unconscious neural activations in the brain seem to be a result of habitual tasks, through the effects of prior learning, which can be automatically activated when a relevant stimulus is perceived [17]. Nevertheless, conscious awareness of action selection also plays an important role and the influence of predictive and inferential processes of action execution has been highlighted by Haggard and co-workers, providing a working mechanism for this process [13].

The unconscious bottom-up process of action selection is modeled by combining Damasio’s as if body loop [18] and James’s body loop [19]. The as if body loop presented through: PA\((a)\) → SR\((b)\) → F\((b)\) and body loop is presented through PA\((a)\) → EA\((a)\) → WS\((b)\) → SS\((b)\) → SR\((b)\) → F\((b)\). According to Damasio, the cognitive process of action selection is based on an internal simulation process prior to the execution of an action. Effects of each relevant action option PA\((a)\) (a stimulus \(s\) will have many options \(i=1..n\)) are evaluated (without actually executing them) by comparing the feeling-related valuations associated to their individual effects. When actions are assumed mutually exclusive, each preparation state PA\((a)\) for action option \(a\) suppresses preparation of all its...
complementary options $PA(a_j)$ with $j \neq i$ (see Fig. 1), and therefore by a kind of winner-takes-all principle, naturally the option that has the highest valuated effect felt by the agent will execute through the body loop.

This process is further strengthened by embedding performative desires for $b_i$ and perception states for $s_k$ on $b_i$. The state $PD(b_i)$ facilitates short-term interests/goals that influence either selecting or rejecting an action due to its satisfactory or less satisfactory valuation. Therefore, through this state, the agent has the ability to strengthen the current action selection based on its desires (through this, also some bias can be injected into the process). In parallel to the action preparation process, the perception state $Per(b_i, s_k)$ also develops based on the salient features of the stimulus $s_k$; this will strengthen the bottom-up process which leads to even further strengthening of the action preparation process. Furthermore; by having a suppressive link from the $Per(b_i, s_k)$ state to itself (see Fig. 1), the competition among perceptual entities is represented [20]. While the agent is passively (unconsciously) performing an action selection, the agent starts to activate bottom-up attention (this is represented by the link from $F(b_i)$ to $Att(b_i, s_k)$). The main functionality of the bottom-up attention is to pass current information into higher order cognitive states. Due to this bottom-up attention, the agent will activate its subjective desires of $b_i$, which in turn leads to a conscious intention of stimulus $s_k$ and effect $b_i$, and subsequently back to the attention state again. This cyclic process represents the transformation from bottom-up to top-down. Intention is considered to trigger goal directed preparation (see [12]) and therefore this model includes an effect from the conscious intention state $CInt(b_i, s_k)$ to the preparation state $PA(a_i)$. This link strengthens the option of action $a_i$ but suppresses its complementary options for all $PA(a_i)$ with $j \neq i$. This is also a part of the top-down process.

Once the attention (and its subjective aspects) has been developed, it injects conscious biases (through the top-down attention) into the action preparation and perception states. This is represented through the links from $Att(b_i, s_k)$ to $PA(a_i)$ and $Per(b_i, s_k)$, and these links (purple dotted arrows) play a special role: while activating the matching option (i.e., the $i^{th}$ option that has the highest valuated effect felt by the agent) in the execution step, they also suppress the complementary options $PA(a_j)$ with $j \neq i$.
option) they suppress all complements of the $i^{th}$ option. The suppressive effects of this phenomenon are in line with the voluntary inhibition process (i.e., intentional suppression of an irrelevant response, stimulus, or memory); see [21]. This emphasizes the conscious influence on action formation, and therefore attention will quickly enable the agent’s concentration, which may shorten the time required for action selection. More importantly, particular to the perceptual load, this will strengthen the current perception even further, and due to strong subjective feelings the agent may not be able to shift its attention easily. Together with these processes, the agent will develop a state of ownership, which mainly determines to what extent an agent attributes an action to himself or to another agent. Also, the agent will develop an awareness state of action $a_i$ that is related to effect $b_i$ and stimulus $s_k$. According to Haggard ([13,15]), there may be an influence from awareness states to action selection; therefore, this model includes a link from prior-awareness state PAwr($a_i$, $b_i$, $s_k$) to the action execution state EA($a_i$). The agent will execute the selected action $a_i$ and then this action will have an effect in the environment (through world state WS($b_i$)), and be sensed again, through the body loop. Once an action is executed, this model also considers the retrospective aspects that Haggard and co-workers pointed out [13,22]. Finally, the agent has the ability to communicate the process through state EO($a_i$, $b_i$, $s_k$).

3. Cognitive driven domestic heating energy management

The main scope of this paper is to include cognitive aspects into the energy related decision making. As presented in Section 2, a mathematical model was developed earlier that can be used to calculate realistic results for energy usage of a house which uses air to water heat pump, and also a generic cognitive model was also developed earlier that mimics a detailed explanation of human action selection. In this section these two models will be combined resulting in an integrated model that will be able to simulate heating related energy management of a house together with cognitive elements. Mainly the cognitive model that was developed (see Fig. 1) is used as it is and mathematical energy model is embedded into it. Through this it is possible to keep required knowledge for the mathematical model in Section 2.1. The cognitive model accepts external information through the world state WS($s_k$) and this is also used as the initiation of the process. Having this external input, it triggers the agent to select a set point for house indoor temperature. The main challenge in this situation is to decide which set point to be selected and how to perform that as close as possible to human cognition involved in action selection. In a real situation, a human may utilize his or her desires on comfort level, perception on energy related savings, and intentions to save money or energy. An agent can prepare for many possible options through multiple action preparation states PA($a_i$). For example, this can be interpreted as selecting set point value to 18°C (PA($a_1$)), 16°C (PA($a_2$)), or 14°C (PA($a_3$)). Before actually executing any option, the agent internally simulates the effects of these prepared options individually through the as if body loop. By comparing the feeling-related valuations associated to their individual effects that contribute to select the winning option: the option that has the strongest positive feeling will be the winning option to execute. To facilitate this it is required to have different weight values for the prediction connection from PA($a_i$) to SR($b_i$). Having a strong link contributes to a strong feeling whereas having a weak link contributes to a poor feeling. In this model there are two types of connection links available: activation and suppressive. Activation links hold positive weight values (max value is +1 and the minimum is 0) and a suppressive link holds a negative weight value (max value is 0 and the minimum is -1). The complete information of the chosen weight values in Fig. 1 is presented in Table 2; the challenge in here is to select appropriate realistic values for them.

Through the as if body loop, by having different values for the links from PA($a_i$) to SR($b_i$) the agent develops different feelings about the options. Having significant differences between these values naturally leads to selection of the candidate with the strongest weight value. This can be considered as a habitual situation, in which user has executed the same decision many times and that has been hard coded by a very strong strength for that link (a form of neural plasticity). To eliminate such a bias effect it is made sure that the differences between weight values for the three options in the links from PA($a_i$) to SR($b_i$) are not significant (the selected difference is 0.1). Having such a situation now it is difficult for the agent to select its option and further cognitive aspects needs to be considered. For this purpose performative desires states PD($b_i$) are used. These states facilitate short-term interests/goals that influence either selecting or rejecting an action due to its satisfactory or less satisfactory valuation (for more information see [23]). This can be used to express a human’s expectation/desires on comfort level. If someone is more serious about its comfort level, it is natural to bias set points towards high temperature (considering a heating
situation). Performative desire states PD(\(b\)) directly affect feeling and action preparation states. Therefore, having a strong desire on comfort level will inject more bias to higher temperature set point values. This contributes to select an option easily through a strong predictive feeling and as the human is mainly (or partly) in unconscious mode or in a habitual mode this should quickly lead to action selection.

In parallel to the above process a perception state Per(b, \(s_k\)) also plays a key role. Having a strong perception leads to select an action quickly and contributes to strong emotions (for more details about the effects of perception on cognitive process see [5,24]). It is possible to easily develop a wrong or bias perception immediately from the input stimuli. Having a strong bias perception, may quickly lead to selection of a wrong option and the agent may be unable to correct this. This is considered to be the most frequent problem for poor situation awareness [25,26]. This model also explains the effects of bias perception, and specifically it has effects on the action preparation states PA(a) and conscious intention states CInt(b, \(s_k\)). Therefore, having a strong perception injects strong influence on action preparation and leads to strengthening of the feeling through the as if body loop. The agent develops perceptions based on the results of the energy model. It is a well known fact that the energy cost that we save for heating by reducing the set point for one or a few degrees is not huge. If the agent has a biased perception, he or she will calculate the energy that will be saved by setting those set points and if the savings are not attractive, a strong perception on the highest set point value will be developed.

The effects and processes discussed above are mainly contributing to the unconscious or habitual form of action selection. Nevertheless, conscious aspects are also very important and especially if the human is expecting something contradicting with his/her comfort, this is a vital part. As highlighted in Section 2.2, this model includes both unconscious and conscious processes. The initiation of the process is always as explained in above paragraphs. Once the agent developed predictive feeling about each option, that will lead to activation of the agent’s attention (for detail cognitive basis of this see [5,12]). This is referred to as bottom-up attention and through this the agent starts to get more attention on what is happening unconsciously so far. Having developed some attention, this will further affect subjective desires for \(b\). This is the state which represents long term goals of the user. The activation level of the subjective desire states depends on the results provided by the mathematical model. Due to triggering the mathematical model in here, now it is able to predict the energy required for individual situations/options. By having different energy needs for different set points, now the agent can decide which is the most economical (assuming the subjective desires to save money and energy). Therefore, the set point which is having the lowest energy demand should be highly motivated in this regard. As a result of that, the state SD(b) (for the 14°C option) strongly affects the conscious intention state for \(s_k\) on \(b\). Therefore, for the lowest energy demand CInt(b, \(s_k\)) should be high and for the highest energy demand this should be relatively low. Having this feature now the state of CInt(b, \(s_k\)) becomes strong only if the energy used is minimum. Therefore, the agent naturally develops a strong intention to select that option.

Table 2: Overview of the connections and their weights. Here the red colour \(\omega\) indicates negative weights.

<table>
<thead>
<tr>
<th>from states</th>
<th>to state</th>
<th>weights</th>
<th>LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS(s)</td>
<td>SS(s)</td>
<td>(\omega_1)</td>
<td>LP1</td>
</tr>
<tr>
<td>SS(s)</td>
<td>SR(s)</td>
<td>(\omega_2)</td>
<td>LP2</td>
</tr>
<tr>
<td>SR(s), Att(b, (s_k))</td>
<td>PD(b)</td>
<td>(\omega_3, \omega_4)</td>
<td>LP3</td>
</tr>
<tr>
<td>SR(s), PD(b), F(b), F(b), (\text{Per}(b, s_k), \text{CInt}(b, s_k), \text{Att}(b, s_k), \text{PA}(a)(\neq i))</td>
<td>(\text{Per}(b, s_k))</td>
<td>(\omega_{14}, \omega_{15})</td>
<td>LP5</td>
</tr>
<tr>
<td>(\text{Att}(b, s_k)), (\text{Att}(b, s_k)), (\text{PAwr}(a, (b, s_k)), \text{Per}(b, s_k), \text{SR}(\text{EM}))</td>
<td>(\text{SR}(b))</td>
<td>(\omega_{21}, \omega_{22}, \omega_{23})</td>
<td>LP6</td>
</tr>
<tr>
<td>(\text{SR}(b), \text{PD}(b))</td>
<td>(\text{F}(b))</td>
<td>(\omega_{24}, \omega_{25})</td>
<td>LP7</td>
</tr>
<tr>
<td>(\text{F}(b), \text{CInt}(b, s_k), \text{PAwr}(a, (b, s_k)))</td>
<td>(\text{Att}(b, s_k))</td>
<td>(\omega_{26}, \omega_{27}, \omega_{28})</td>
<td>LP8</td>
</tr>
<tr>
<td>(\text{SR}(s_k), \text{Att}(b, s_k), \text{CInt}(b, s_k), \text{SR}(\text{EM}))</td>
<td>(\text{SD}(b))</td>
<td>(\omega_{29}, \omega_{30})</td>
<td>LP9</td>
</tr>
<tr>
<td>(\text{Per}(b, s_k), \text{SD}(b), \text{SR}(\text{EM}))</td>
<td>(\text{CInt}(b, s_k))</td>
<td>(\omega_{32}, \omega_{33})</td>
<td>LP10</td>
</tr>
<tr>
<td>(\text{F}(b), \text{PA}(a, b), \text{RO}(a, b))</td>
<td>(\text{PO}(a, b))</td>
<td>(\omega_{34}, \omega_{35}, \omega_{36})</td>
<td>LP11</td>
</tr>
<tr>
<td>(\text{PO}(a, b), \text{F}(b), \text{Att}(b, s_k), \text{CInt}(b, s_k), \text{RAwr}(a, b, (s_k)))</td>
<td>(\text{E}(a))</td>
<td>(\omega_{42}, \omega_{43}, \omega_{44})</td>
<td>LP13</td>
</tr>
<tr>
<td>(\text{E}(a))</td>
<td>(\text{WS}(b))</td>
<td>(\omega_{45})</td>
<td>LP14</td>
</tr>
<tr>
<td>(\text{WS}(b))</td>
<td>(\omega_{46})</td>
<td>LP15</td>
<td></td>
</tr>
<tr>
<td>(\text{E}(a), \text{F}(b), \text{PO}(a, b))</td>
<td>(\text{RO}(a, b))</td>
<td>(\omega_{47}, \omega_{48}, \omega_{49})</td>
<td>LP16</td>
</tr>
<tr>
<td>(\text{RO}(a, b), \text{F}(b), \text{PAwr}(a, (b, s_k)))</td>
<td>(\text{EO}(a, b))</td>
<td>(\omega_{50}, \omega_{54}, \omega_{54}, \omega_{55})</td>
<td>LP17</td>
</tr>
<tr>
<td>(\text{EO}(a, b))</td>
<td>(\text{CInt}(b, s_k), \text{SR}(\text{EM}))</td>
<td>(\omega_{53}, \omega_{54}, \omega_{55})</td>
<td>LP18</td>
</tr>
</tbody>
</table>
while other options are having a weak intention. There is a cyclic process among \( \text{Att}(b_i, s_k) \) to \( \text{SD}(b_i) \) to \( \text{CInt}(b_i, s_k) \). Through this process it is natural that over time the agent experiences strong attention and intention on the option that minimizes the energy usage (together with the subjective desire of saving energy and money). Having this strong attention, now a new effect called top-down attention activates. Top-down attention involves a link from \( \text{Att}(b_i, s_k) \) to \( \text{PA}(a_i) \). This is a very strong positive link and injects strong bias on action preparation consciously. Furthermore while attention for a particular option is strengthening its action preparation suppresses the preparations \( \text{PA}(a_j) \) for all the complements of that option (those with \( j \neq i \)). Due to this, when a strong attention developed for an option, it will dominate the action selection process and other options will be diluted over time. This can be used to demonstrate the interplay between conscious and unconscious processes. Furthermore, in line with these processes, the agent develops a prior awareness state. This state also affects attention and also through this attention gets stronger. Finally, the state \( \text{PAwr}(a_i, b_i, s_k) \) affects action execution also, and this contributes to reduce the execution time under the conscious mode (conscious mode is relatively slow when compared with pure unconscious mode).

These processes will lead the agent to select an option and execute it through the state \( \text{EA}(a_i) \). Once the action is executed the feelings of the actual action will be combined with the predicted feeling. Nevertheless, these retrospective effects are out of the scope of the current work; more detailed information on these processes can be found on [27]. These retrospective effects are very useful for learning and corrections if there is a mismatch between what is predicted and what is observed once the action is executed (see [5]).

3.1. Model Compilation as a Dynamic System

The above mentioned approach has been compiled into an executable model. For this a dynamical systems perspective is used, as explained in [28]. Each connection between states in Fig. 1 (the ones specified in Table 2) has been given a weight value (where \( \omega_{ji} \) represents the weight of the connection from state \( j \) to \( i \)) that varies between 1 and -1 as indicated in Table 2. Weight values are non negative in general, except if they represent a suppressive (or inhibiting) link (see caption of Fig. 1). In addition to the link weights, each state includes an additional parameter called speed factor \( \gamma_i \), indicating the speed by which the activation level of the state ‘\( i \)’ is updated upon receiving input from other states. Two different speed factor values are used, namely fast and slow values: fast values are used for internal states and slow values for external states (i.e., for WS(W), SS(W), \( \text{EA}(a_i) \), and \( \text{EO}(a_i, b_i, s_k) \)). The level of activation of a state depends on multiple other states that are directly attached toward it. Therefore, incoming activation levels from other states are combined to some aggregated input and affect the current activation level according to differential equation (11). As the combination function for each state, a continuous logistic threshold function is used: see equation (12), where \( \sigma \) is the steepness, and \( \tau \) the threshold value. When the aggregated input is negative, equation (13) is used. To achieve the desired temporal behavior of each state as a dynamical system, the difference equation represented by equation (14) is used (where \( \Delta t \) is the time step size).

\[
\frac{dy_i}{dt} = \gamma_i \left[ f\left(\sigma, \tau, \sum_j \omega_{ji} y_j\right) - y_i \right] \tag{11}
\]

\[
f(\sigma, \tau, X) = \left(\frac{1}{1 + e^{-\sigma(X-\tau)}} - \frac{1}{1 + e^{\sigma \tau}}\right)(1 + e^{-\sigma \tau}) \quad \text{when } X > 0 \tag{12}
\]

\[
f(\sigma, \tau, X) = 0; \quad \text{when } X \leq 0 \tag{13}
\]

\[
y_i(t + \Delta t) = y_i(t) + \gamma_i \left[ f\left(\sigma, \tau, \sum_{j \in s(i)} \omega_{ji} y_j\right) - y_i(t)\right] \Delta t \tag{14}
\]

In addition to this setup the mathematical energy model is integrated within the process and it triggers automatically and is represented as an internal state. Outputs of the mathematical model come from equation (10) but it is coupled with equations (1 to 9). Therefore, internally all these equations execute to represent the situation in the environment (both external and internal) to retrieve energy usage values for prepared set points. The generated energy usages values are represented in the cognitive model as sensory representation states (see Fig. 1, state...
SR(EM)). This cognitive model assumes that the maximum strength of a state is +1 and the minimum is 0. Therefore, it is required to have a transformation to convert actual energy usage values into the scale of 0 to +1. Equation (15) is used for this requirement, where it is assumed to be that EM \text{min} and EM \text{max} are minimum and maximum energy usage values provided by the mathematical model under a given situation.

\[ y_{SR, EM, t}(t) = 1 - \frac{x_t - EM_{\text{min}}}{\max - EM_{\text{min}}} \text{ where, } \max = \frac{EM_{\text{max}} + EM_{\text{max}}}{2} \]  

(15)

At each step (with step size \( \Delta t \)) all the other states are updated (through equation 14) and the results of the mathematical model are used for the states Per(\( b_t, s_t \)), SD(s), and Clnt(\( b_t, s_t \)). The effects of the mathematical model influence the behavior of these three states is explained in equations (16, 17, and 18). Let’s assume that SR(EM) values provided by simulation of the mathematical model for night goal temperatures: 18°C, 16°C, and 14°C are \( \alpha \), \( \beta \), and \( \delta \) respectively.

\[ y_{SD, t}(t + \Delta t) = y_{SD, t}(t) 
+ y_{SD} \left[ f(\sigma, t, \omega_{29, t} y_{SR, t}(t) + \omega_{30, t} y_{Att, t}(t) + \omega_{31, t} y_{Cint, t}(t) + \omega_{es2, t} y_{SR, EM, t}(t) \right] 
- y_{SD, t}(t) \Delta t \text{ where if } \alpha > \beta > \delta \text{ then } \omega_{es2, t} < \omega_{es2, t} < \omega_{es1, t} \]  

(16)

\[ y_{Cint, t}(t + \Delta t) = y_{Cint, t}(t) 
+ y_{Cint} \left[ f(\sigma, t, \omega_{32, t} y_{Per, t}(t) + \omega_{33, t} y_{SD, t}(t) + \omega_{es3, t} y_{SR, EM, t}(t) \right] 
\text{ where if } \alpha > \beta > \delta \text{ then } \omega_{es3, t} < \omega_{es3, t} < \omega_{es1, t} \]  

(17)

\[ y_{Per, t}(t + \Delta t) = y_{Per, t}(t) 
+ y_{Per} \left[ f(\sigma, t, \omega_{14, t} y_{SR, t}(t) + \omega_{15, t} y_{PD, t}(t) + \omega_{16, t} y_{SD, t}(t) + \omega_{17, t} y_{Att, t}(t) \right] 
\text{ where if } (\alpha - \beta & \beta - \delta) < \theta \text{ (for example } \theta = 1.0 \text{) then } (\omega_{14, t}, \omega_{15, t}, \omega_{16, t}, \omega_{17, t}) \]  

> \{\omega_{14, t}, \omega_{15, t}, \omega_{16, t}, \omega_{17, t} \} \]  

> \{\omega_{14, t}, \omega_{15, t}, \omega_{16, t}, \omega_{17, t} \} \]  

> \}  

(18)

In additionally parameter estimation is the difficult task in cognitive modeling; the parameter values used in [5] are used with very few changes (see next Section for information).

4. Integrated model validation through simulations

Having identified an integrated model of combined cognitive and energy related processes it is necessary to explore its behavior for practical situations. Four scenarios are selected for simulations that cover the main aspects of the integrated model. For all the scenarios a generic setup is selected. The behavior was analyzed specifically for data available from indoor temperature 20°C at time 21:00hrs February 1, 2012 to 06:00hrs February 2, 2012 (the same data set used in [3]). It is assumed that the heating program is not using energy until the temperature reaches the night goal temperature \( T_{ng} \) (until then autonomous cooling down takes place). Once the indoor temperature becomes \( T_{ng} \) that temperature is maintained until 06:00hrs 2nd February 2012, and the indoor temperature is increased from \( T_{ng} \) to 20°C at 06:00hrs. Throughout this time interval, the outdoor temperature is assumed to be behaving as in equation (2) and SPF is calculated as in the equation (6). According to the collected data in [29] for this period of time, the minimum temperature \( T_{min} = -8.8°C \), the temperature at sunset \( T_{sunset} = -2.52°C \), the time of sunset \( t_{sunset} = 17:00 \), and the outdoor temperature at 21:00hrs \( T_{w} = -6.6°C \). Furthermore, for the remaining parameters the values were: \( C = 4.6, \epsilon = 4, \alpha = 0.25, d = 0.1, T_w = 50°C \), and time step size \( \Delta t = 6 \text{min} \) for the simulation. Furthermore only 3 night goal temperatures (\( T_{ng} \)) were selected 18°C, 16°C, and 14°C.

The first scenario explains a situation where the agent is having a strong performative desire for the higher comfort level and a less strong subjective desire to save money and energy. Therefore, this higher night goal temperature is expected to be selected. The second scenario explains a situation where the agent has a strong subjective desire to save money and energy and a less strong performative desire for comfort. Therefore the night
goal temperature with the lowest value is expected to be selected. The third scenario illustrates a situation where the agent has a wrong or biased perception. Therefore, the agent has the perception that if the energy usage is not significant for different night goal temperatures then there is no reason to select a low night goal temperature. The fourth scenario explains a situation where the agent has both a relatively high performative desire and subjective desire. This should demonstrate the compromising effect of these desires and the agent may be expected to select an average value for night goal temperature. This system is implemented as specified in Section 3.1 and implemented by using Java and provided all parameter values in XML form. The detail information about parameter values of each scenario can be found separately†.

4.1. Scenario 1: Agent with a strong performative desire for higher comfort level

In this situation it is assumed to be that agent has the impression a good comfort level throughout the night period is required and it is believed that a higher night goal temperature will fulfill this. As explained in Section 3 the agent initiates the process with external stimuli and prepares for three options: 18°C, 16°C, and 14°C. For the weights of the as if body loop from PA($a_i$) to SR($b_i$) link only small differences are given for the different options (0.9, 0.8, and 0.7 respectively, and this is same for all the scenarios). In addition to this difference all the other parameter values of the cognitive model are identical except for the state PD($b_i$). To facilitate a strong performative desire for a higher comfort level, different weight values were used for the connection from SR($s_i$) to PD($b_i$), such that PD($b_i$) becomes activated stronger for higher goal temperature values. Therefore for the SR($s_i$) to PD($b_i$) link values 0.9, 0.6, and 0.3 are used, respectively. Fig. 2 shows the simulation results. It is very clear that having identical parameter values for all the options except for the two links, the agent has cognitively selected the highest night goal temperature. Furthermore, the results of the mathematical energy model do not directly affect performative desires states and weak values were used for $\omega_{em1}$, $\omega_{em2}$, and $\omega_{em3}$. For each scenario three simulation graphs were generated and only one option is executed and only that is presented in this paper. Complete simulations results for 3 options are separately included in an external appendix‡ (for all the scenarios). Therefore it is clear that the agent has developed strong activations only for the highest set point value (18°C); for the other two options no sufficient strength has developed to execute the action. Furthermore, the emerging orders of activation of the states are also very important to validate the model behavior and results are fully complied with the expected trace order in [5]. At the beginning PD($b_i$) for 18°C option has shown a good strength while the same for 16°C is slightly weak and 14°C is very weak. Through this other processes have affected (specially the as if body loop) and naturally the predictive feeling of the 18°C option becomes strong and the agent executes it.

4.2. Scenario 2: Agent with a strong subjective desire to save money and energy

This scenario presents effects of having a strong subjective desire to save money and energy and a less strong desire for comfort. In this situation the agent has a moderate value for performative desires and it is not too strong for 18°C option. For the connections from SR($s_i$) to PD($b_i$) the same value (0.6) is given for each option. Therefore, no bias is created through performative desires states. The agent uses the mathematical energy model to generate the activation level for the state SD($b_i$). From the predicted data of the mathematical energy model they may require 23.6 kWh, 22.71 kWh, 22.12 kWh for the 18°C, 16°C, and 14°C option, respectively. Therefore, this is used to decide how strong the weight value of $\omega_{em2}$: for the highest energy demand value 0.3, for the average energy demand value 0.5, and for the lowest 0.9 is assigned for options 18°C, 16°C, and 14°C respectively. Therefore, the agent develops a strong subjective desire for the option 14°C. In addition to this, relative to the energy demand of each option agent set the strength of the weights $\omega_{em3}$ (for each option). Therefore, for the $\omega_{em2}$ on 18°C get the value 0.3, 16°C get the value 0.5, and 14°C get the value 0.9. Having this configuration with identical values for other weights (for each option separately) agent has able to successfully select the set point value of 14°C. This is what is expected

† http://www.few.vu.nl/~dte220/IEREK15ParameterData.zip
‡ http://www.few.vu.nl/~dte220/IEREK15ExternalAppendix.docx
Fig. 2. Agent with a strong performative desire for higher comfort level. and Fig. 3 provides the details particular to this option (simulation results of other two options can be found in the external appendix). Therefore, this model has successfully integrated the predictions of energy model into the cognitive model and provided realistic results. In simulation results it is clear that at the beginning the same level of PD\((b_i)\) state has activated for 3 options and agent has developed almost the same predictive feeling value for those options. Therefore, bottom-up process passes this information to the higher cognitive levels and agent experiences attention on these three options (see external appendix). Nevertheless with the effects of SD\((b_i)\) state only the CInt\((b_i, s_k)\) for option 18°C has strongly developed and this has reflected through the top-down attention. This top-down attention effects on PA\((a_i)\) on option 18°C and therefore, predictive feeling of this has increased significantly (while the top-attention of option 18°C is suppressing the other options). Therefore, agent leads to selection 18°C option and it has successfully executed (see Fig. 3).

4.3. Scenario 3: Agent with a wrong or bias perception

This is a very important situation for many domains. According to Endsley’s model for situation awareness [25] bias or wrong perception is considered to be as the main problem for Level 1 situation awareness and it is the cause for 76% errors in the aviation domain [26]. Here, agent is with the impression that if the energy demand for each option is not significant then there is no reason to compromise comfort level selecting a low night goal temperature. Agent prepares the process with an external stimulus and prepare for three options. In this configuration all the parameters are the same for 3 options except for predictive link in the as if body loop and for the state perception. Therefore, initially agent has developed the same strength for PD\((b_i)\) but with the activation of Per\((b_i, s_k)\) things have changed. Simulation results of this are presented in Fig. 4 (for all the options see the external appendix). The integrated model decides the strength of each perception state (for each option) related to the energy usage values provided by the mathematical model. The mathematical energy model calculates the energy demand for 3 options separately and that holds the values: 23.6 kWh, 22.71 kWh, 22.12 kWh for 18°C, 16°C, and 14°C. It is very clear that this difference is not very significant for each option and there is no significant energy saving by selecting a low night goal set point value. Therefore the agent develops a strong perception only for the 18°C option. This achieved by providing different weight values for \(\omega_{em1}\) for each option. The values 1.0, 0.3, and 0.2 are used for the 18°C, 16°C, and 14°C options, respectively. Due to this biased or wrong perception it positively strongly effect on PA\((a_i)\) state on option 18°C. Having a self suppressive link on state PA\((a_i)\) this will suppresses all its complements. Therefore As PA\((a_i)\) for option 18°C is the strongest it suppresses all its complements and naturally strengthen the
feeling of predictive effect while for the other two options this is get diluted. Finally agent leads to execute to select option 18°C.

4.4. Scenario 4: Agent with a strong performative desire and subjective desire

This is a special situation where agent expects both performative and subjective desires. This may seems like a conflict but in the reality this is a common situation. In such a situation it may not possible to only consider the effects of performative desire or the effects of subjective desire. Therefore combination of these two should reflect in the results and it will be a compromise of these two. According to the available three options it is expected to select 16°C options as it has sufficient comfort level and energy saving. Agent initiates the model with an external stimulus. In this situation for the predictive link in the as if body loop (i.e., from PA(a) to SR(b)) the same values
are used as in the scenario 1. In addition to that for the link from SR($s_i$) to PD($h_j$) different values are used: 0.9, 0.9, and 0.6 for options 18°C, 16°C, and 14°C respectively. Therefore it is clear that for both 18°C, 16°C the same performative desire strength can be expected. Therefore, as explained for the scenario 1 now 18°C option will not dominate the process. Similar to the other 3 simulations, for this case also the model uses the mathematical model to incorporate the expected energy usage. For the 14°C option it is smallest and therefore for the weight $\omega_{em3}$ (for option 14°C) the value 0.8 is provided, for the 16°C option a slightly higher value (0.7) is assigned for the highest energy usage option which is 18°C a smaller value (0.3) is assigned. This also confirms that there is no strong bias through 18°C, 16°C options. In this situation by considering the energy demand values agent assigns values for the weights $\omega_{em3}$ as 0.6, 0.9, 0.6 for three options respectively. As the state SD($h_j$) is affected from Att($h_i$, $s_k$) it has information about unconscious processes and therefore by considering the required energy demands a slight high value is given for the option 16°C while for the other two the same value is assigned. Having this configuration agent has developed strong attention on 16°C option due to the cyclic loop SD($h_i$) $\rightarrow$ Clnt($h_i$, $s_k$) $\rightarrow$ Att($h_i$, $s_k$). Top-down attention effect enables and it has positively effect ed on action preparation of 16°C option (while it is suppressing the other two options’ action preparations). Therefore, agent is experiencing a good predictive effect on this option and finally leads to execute it. Fig. 5 shows the simulation results for the option 16°C.

5. Discussion

Human behavior is not always easy to predict and may be complex. This is even more so if the environment in which the human functions is complex and dynamic. One example of such a complex and dynamic environment is domestic heating with the dynamics associated to indoor and outdoor air temperatures, required comfortable temperature set points over time, parameters of the heating source and system, and energy loss rate and capacity of a house. It is difficult to conduct real world experiments to analyse the dynamics and optimal efficiency of a heating system in actual daily use under all circumstances and constraints. As an alternative a simulation-based analysis may be an alternative. This paper has presented a simulation-based analysis of a domestic heating energy management system using an air to water heat pump. It has integrated an earlier developed mathematical model for this heating system’s performance, and a computational dynamic cognitive model for the human’s behaviour which was developed based on evidence from Cognitive Neuroscience. The model covers performative and subjective desires, perception, emotion, feeling, ownership, attention, intention, and awareness. This model has an adequate level of detail to be used as a coherent basis for various experimental needs to analyze behaviors. The presented approach...
provides an experimental workbench in which complex scenarios can be explored by simulation experiments.

It is important to be able to examine the choices of human behavior on energy usage with a realistic setup as presented in this paper. Through this it gives an overall idea on possible impacts and allows additional information on how to motivate persons or correct their biased perceptions in a methodological approach to support lifestyle and lifestyle change in relation to energy management. This paper provides a contribution to this line of research, and may be useful as a tool for learning purposes in order to improve the awareness of humans on (heating) energy management.
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