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Fae Detetion MethodsA Critial EvaluationThang V. Pham and Marel WorringIntelligent Sensory Information SystemsDepartment of Computer SieneUniversity of AmsterdamThe Netherlands
We give an overview of fae detetion methods in literature. Wealso present our experiments to evaluate some of these meth-ods. Existing method an be broadly divided into two ate-gories: template-based and feature-based methods. Template-based methods, making use of statistial pattern reognition teh-niques, are robust in deteting frontal faes. Feature-based meth-ods are better suited for deteting non-frontal faes. Suh meth-ods are, however, dependent on the feature detetion results whihare often not reliable. The use of olor information has been ex-amined also. Experimental results show that simple use of olorinformation leads to a low degree of detetion auray.
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Setion 1 Introdution 11 IntrodutionFae detetion is an important step in any automati fae reognition system. Givenan image of arbitrary size, the task is to detet the presene of any human fae ap-pearing in the image. Detetion is a hallenging task sine human faes may appearin di�erent sales, orientations, and with di�erent head poses. The imaging ondi-tion, suh as illumination, also a�ets the appearane of human faes onsiderably.Moreover, human faes are nonrigid objets. There are a lot of variations due tovarying faial expressions. In addition, the presene of other objets or faial fea-tures suh as glasses, make-up or beards ontribute substantially to the variation offaial appearane in an image.A large number of fae detetion methods have been proposed in literature.Yang et al. [38℄ give a omprehensive survey on existing methods. In this report,we disuss methods in a greater details, espeially the merits of eah method. Inaddition, experiments have been arried out to evaluate the appliability of somemethods for our news video dataset.Fae detetion methods an be broadly divided into two lasses: template-basedand feature-based detetion. In the �rst lass, the pixel set in an image windowis lassi�ed to see if there is a human fae at that loation. In the seond ap-proah, faes are deteted by grouping faial features aording to their geometrion�guration in a model of a fae, or by segmenting andidate faial regions basedon olor information and further verifying these regions based on their shapes andpixel values.The next setion of the report gives a brief overview of test sets whih are usedto evaluate fae detetion methods in literature. The template-based approah tothe fae detetion problem is disussed in setion 3 and the feature-based approahin setion 4. Setion 5 presents our experiments and a summary of the report isgiven in setion 6.2 Benhmark test setsIn this setion, we give a brief desription of test sets for fae detetion in literature.The FERET (FaE REognition Tehnology) testset [18℄ was reated to assessthe performane of fae reognition algorithm. Eah image in this dataset onsists ofa fae on a uniform bakground. Although it is not suitable for evaluating methodsfor fae detetion in a general sene, many authors report their detetion results onthis dataset.Sung and Poggio [30℄ ompiled two test sets. The �rst one onsists of 301 frontaland near-frontal faes of 71 di�erent people. All images are high quality digitizedimages with fair amount of lighting variation. The seond test set onsists of 23 im-ages with 149 fae patterns. Most of the images have omplex bakground patterns.There is also a wide range of variation in image quality. The seond test set is oftenreferred to as the MIT test set in literature.Rowley at el. [23, 22℄ reated the CMU test set. It onsist of 130 images with atotal of 507 frontal faes, inluding the MIT test set desribed above. The imagesare olleted from the World Wide Web, sanned from photographs and newspaper



2 Thang V. Pham and Marel Worringpitures, and digitized from broadast television1. Note that some authors exludethe line draw faes of the dataset in their evaluation.3 Template-based detetionIn this lass of methods, a window of �xed size is sanned through the image. Ateah loation the orresponding part of the image is lassi�ed as a fae or non-faepattern. To detet faes of di�erent sales, either the input image is saled down orthe size of the template is adjusted appropriately. Many tehniques from patternreognition have been applied to distinguish between fae and non-fae patterns.In the next setion, statistial pattern reognition based methods are presented.Setion 2.2 disusses rule-based methods for lassi�ation.3.1 Statistial pattern reognition based methodsIn a general objet detetion setting, let x = fx1; x2; : : : ; xng be the pixel val-ues of an image window where n is the number of pixels. Furthermore, let 
 =f!1; !2; : : : ; !Mg be the set of objet lasses. There are several methods for estimat-ing the probability P (xj
 = !) for x to belong to the objet lass !. Typially,a training set of N patterns fxtgNt=1,eah pattern belonging to one of the lasses in
, is used to estimate P (xj
 = !),  = 1; : : : ;M . To lassify a new pattern z, themaximum likelihood priniple is often used:
� = argmax! P (zj
 = !) (1)In fae detetion 
 = ff; nfg, that is the objet lasses are restrited to: faeand non-fae. In the following, we desribe methods that expliitly estimate theprobabilisti models of these two lasses.Moghaddam and Pentland [15℄ use Priniple Component Analysis (PCA) to es-timate P (xj
). Two probabilisti models are onsidered: a single Gaussian distribu-tion and a Mixture-of-Gaussians. For omputational feasibility, eah mean normal-ized image pattern is deomposed into two mutually exlusive and omplementarysubspaes: the priniple subspae F spanned by the M eigenvetors orrespond-ing to the M largest eigenvalues and its omplement �F omposed of the remainingN �M eigenvetors. The omponent in the subspae �F is alled \distane-from-feature-spae" (DFFS) whih is an Eulidean distane. This value is also the residualreonstrution error whih an be omputed as:�2(X) = NXi=M+1 y2i= jjx� �xjj2 � MXi=1 y2i (2)1This data set is available at:http://mu.ius.s.mu.edu/IUS/eyes usr17/har/har1/usr0/har/faes/test/



Setion 3 Template-based detetion 3where y = fyigMi=1 are the projeted omponents in F .The omponent in the subspae F is alled \distane-in-feature-spae" (DIFS)whih an be interpreted in terms of the probability distribution of y in F . Theauthors show that in ase of a Gaussian distribution, the probability density P (xj
)an be approximated using M omponents in the priniple subspae F only. Hene,the approximated probability P̂ (xj
) an be omputed as:P̂ (x;
) = " exp(�12 MPi=1 y2i�i )(2�)M=2 MQi=1 �1=2i #" exp(� �2(X)2� )(2��)(N�M)=2 # (3)where f�igMi=1 are the M largest eigenvalues and � is the arithmeti average of theeigenvalues in the orthogonal subspae �F .In ase PF (xj
) annot be adequately modeled using a single Gaussian, a Mixture-of-Gaussians model an be used.To detet faes, eq. (1) is used. The density estimation P̂ (xj
) is omputedfor eah image vetor x at loation (i; j) and the lass 
 is determined. A systembased on unimodal Gaussian with M = 10 dimensional subspae has been testedon the FERET data set and a orret detetion of 97% is reported. However,as noted by many researhers, this data set is quite simple for the task of faedetetion. The advantage of this method is that it an be applied to detet otherobjets suh as eyes, nose and mouth. A disadvantage of this system is that eahwindow has to be projeted onto a subspae before lassi�ation. This involves amatrix multipliation for every image window and the time spent is onsiderable.In addition, sine non-fae patterns are not used in the training proess, the systemis not robust in deteting faes in general senes.Shneiderman and Kanade [26℄ estimate the probability P (xj
) based on loalappearane. Eah image window x is deomposed into overlapping subregions of a�xed size. x = fri; pigNri=1where ri is the subpattern of x at loation pi.The authors note that alignment error for subregions is less than that of thewhole template when some degree of geometri distortion ours. More importantly,subregion deomposition has the power of emphasizing distintive parts of the objet.The statistial dependeny is not modeled to simplify the onditional probabilityfuntion. Hene, the probability P (xj
) an be omputed as:P (xj
) = P (fri; pigj
)= nrYi=1P (ri; pij
) (4)In order to estimate the probability P (ri; pij
), several preproessing steps arearried out inluding linear projetion, sparse oding, disretization. Both fae(f) and non-fae (nf) lasses are modeled. The non-fae patterns are olleted in a



4 Thang V. Pham and Marel Worring\bootstrap" fashion as in [30℄. A pattern x is delared a fae pattern if the likelihoodratio is above a threshold �. P (xj
 = f)P (xj
 = nf) > �This method appears superior to the others. The orret detetion rate is greaterthan 99.6% for the FERET test set. It is also among the best performers whenevaluated against the CMU test set. The results show it ould handle well slightlyrotated faes. A drawbak of this method is the size of the window (64 � 64). Thewindow must be large enough to apture loal details of human faes.In [5℄, Colmenarez and Huang use a family of Markov proesses to model faeand non-fae distributions. Given a distribution funtion P , assume a �rst orderMarkov proess, and let S be a list of indies that is some permutation of (1; :::; N).We have: P (xjS) = P (xS1) NYi=2P (xSi jxSi�1) (5)The goal of the learning proess is to �nd probability models maximizing theKullbak divergene for the training set. The Kullbak divergene, giving a non-negative measure for the di�erene between the two distributions, an be omputedas: H(S) = H(xS1) + NX2 H(xSi jjxSi�1) (6)where H(xi) =Xxi P (xij
 = f)log P (xij
 = f)P (xij
 = nf) (7)H(xijjxj) =Xxi Xxj P (xi; xj j
 = f)log P (xijxj ;
 = f)P (xijxj;
 = nf) (8)From a training set, the probability measure is omputed for both fae and non-fae lasses. Then for eah pair of pixels xi and xj the divergene is omputed.The problem now redues to �nding a set of indies S maximizing (6). This isomputationally equivalent to the Traveling Salesman Problem. A greedy algorithmis applied to �nd an approximate solution. A table of likelihood ratios is alulatedthat allows the likelihood ratio of a new pattern to be omputed with N�1 additionsonly. The training phase of the algorithm is quite fast sine it requires only one passthrough the training set to ollet data statistis. The lassi�ation of a new patternis also fast beause only N � 1 additions are required. However, the fat that toalulate the divergene, the probability of all possible values of one pixel xi mustbe estimated puts a onstraint on the dimensionality of xi. The system requantizes



Setion 3 Template-based detetion 5eah window into 4 gray levels. This provides a partial explanation for the largenumber of false alarms returned by this method.Yang et al. [37℄ present two methods using a mixture of linear subspaes. The�rst method uses (ommon) fator analysis whih is a statistial method to modelthe struture of high dimensional data using only a small number of latent variables.Fator analysis assumes that the variane of a single variable an be deomposedinto ommon variane and unique variane. Unlike priniple omponent analysis(PCA) whih onsiders the total variane of all variables, fator analysis analyzesonly the ommon variane of the observed variables. An EM algorithm is used toestimate the model's parameters.The seond method uses Fisher Linear Disriminant. First, the data set is lus-tered into 25 fae and 25 non-fae lasses using Self Organizing Map (SOM). Itis interesting to see that nearby prototypes in the two dimensional feature maphave similar intensity and pose (Figure 1). A projetion matrix is then determinedby Fisher Linear Disriminant whih maximizes the ratio between the between-lassvariane and within-lass variane. The whole training set is projeted onto this sub-spae and Gaussian distributions are used to model eah lass onditional density.Parameters of the model are estimated with maximum likelihood. New patterns zare also lassi�ed by using the maximum likelihood priniple as in (1). Good resultshave been reported for both methods. Nevertheless, important parameters suh asthe number of lusters for the fae and non-fae lass in the seond method aremuh dependent on the size of the training set. Generi rules for seleting thoseparameters are not known.

Figure 1: 25 fae prototypesSung and Poggio [30℄ present a fae detetion system whih models the distribu-tion of fae and non-fae patterns. First, a modi�ed version of the lassial k-meanslustering algorithms is applied to the training set of fae patterns and non-fae pat-terns to divide eah set into 6 lusters. The result of this proess is 6 fae entroids



6 Thang V. Pham and Marel Worringand 6 non-fae entroids together with their ovariane matries. The non-fae pat-terns are generated in a \bootstrap" fashion by iteratively building a system usingexisting non-fae patterns and olleting false positives of this system on a set ofrandom images, then rebuild the lassi�er with the newly olleted non-fae patternsadded to the urrent set. The advantage of this approah is that only those non-faepatterns lose to fae lusters are olleted and modeled. It is also possible thatafter eah iteration, the fae and non fae patterns in the database are re-lusteredto approximate the fae distribution more aurately. A vetor of 12 distanes be-tween the normalized window and the model's 12 lusters is omputed. A two-valueddistane metri is de�ned. The �rst value is the normalized Mahalanobis distaneand the seond value is the Eulidean distane between the test pattern and itsprojetion to a lower dimensional subspae. These 12 two-valued distane measuresare fed into a standard multilayer pereptron network lassi�er to identify fae fromnon-fae patterns. The system performs quite well on the CMU test set. However,the number of fae and non-fae lusters are hosen quite arbitrary. It is not learhow the system would perform for a di�erent number of fae and non-fae lusters.As in [37℄, there is no rule for seleting these parameters.Rowley et al. [21, 23℄ present a neural network based fae detetion system. Aretinally onneted neural network is used to disriminate fae and non-fae pat-terns. The non-fae patterns are also generated by a \bootstrap" method as in[30℄. The authors observe that with the same training proess but with randominitial weights and random initial non-fae images, the detetion result of faes areidential. Di�erent errors or false alarms are made by di�erent network. By usingmultiple networks and some heuristis, the number of false alarms produed by thesystem is redued substantially. This system is robust in deteting frontal faes.The detetion result is among the best reported in literature. This work is alsoextended to detet faes with in-plane rotation in [21, 24℄. A derotation network isplaed before the detetor network to detet the orientation of eah pattern. Thedetetion rate for frontal faes is degraded, but a good detetion result is reportedfor deteting faes of di�erent orientations. Nevertheless, the pose variation problemis not onsidered.The SNoW (Sparse Network of Winnows) learning arhiteture is used in [39℄.This generi learning tehnique is tailored for learning in domains in whih thenumber of features is very large. This method gives the best frontal fae detetionresult in literature. An detetion rate of 94.8% is reported for the CMU test set.A method that makes use of information theory is desribed in [13℄. From a setof fae and non-fae patterns, Most Informative Pixels (MIP) are de�ned as thosemaximizing the lass separation between fae and non-fae lasses. The lassi�ationis arried out on the MIP. The \distane-from-feature-spae" metri (DFFS) (see3.1) is used for lassi�ation. A detetion rate of 94.1% is reported for the MIT testset and 88.3% for an early version of the CMU test set2.Osuma et al. [16℄ apply a Support Vetor Mahine (SVM) to the fae detetiontask. SVM is a new tehnique in pattern reognition whih aims at minimizing theupper bound on the generalization error. In order to train a large data set with SVM2There are 42 images with a total of 169 faes.



Setion 3 Template-based detetion 7eÆiently, a deomposition algorithm is proposed in whih a subset of the originaldata set is used and iteratively updated to train the lassi�er. A optimal onditionand a strategy for improvement is spei�ed so that after eah iteration the systeman deide if it has reahed the optimal solution and de�ne a way to improve the ostfuntion if it has not. The system is trained with a large data set. The detetionauray is omparable to that of other best methods.In [34℄, Wu at el. use a fuzzy pattern mathing method. First, both skin olorand hair olor distributions are estimated. Eah pixel in the image is assoiatedwith a skin olor likeness and hair olor likeness value. These values range from0 to 1. The skin olor distribution model (SCDM) and the hair olor distributionmodel (HCDM) are a fuzzy set of skin olor and hair olor respetively. Five headshape models are then built inluding frontal view, left side view, right side view,left diagonal view and right diagonal view from a training set of images. Eahretangular fae region is seleted and so are the skin part and the hair part in eahregion. The retangle of the fae region is divided into m � n square ells and eahell is assigned two values: the proportion of the skin area and the hair area in it.The values in eah ell of a model is the average value of the orresponding ellsin the training faes. The frontal view model is built based on the frontal view, 15degree rotated to the left and 15 degree rotated to the right faes. Faes rotated 30and 45 degree to the left (or right) are used to reate left (or right) diagonal viewmodels. Faes rotated 60, 75 and 90 degree to the left (or right) are used to reateleft (or right) side view models. To detet faes in an image, all retangular regionsof a given size are ompared with the head shape models. Eah retangle is dividedinto m � n square subregions and eah of them orresponds to a ell in a head shapemodel. The mathing degree between a retangle and a head shape model is doneusing fuzzy theory ([34℄ eq. (12)(11))Math(ret;model) = Psquare2retmath(square; ell)m� n (9)A drawbak of this method is that it fails when the fae regions are merged withother regions whih also have a skin olor.3.2 Rule-based lassi�ationOne of the earliest fae detetion systems is proposed in [35℄. A hierarhial knowl-edge based pattern reognition method is applied. Faes are searhed for at threelevels in whih a template andidate is veri�ed by a set of rules. First, an imageis divided into equal ells of size n � n. At level one, all template 4 � 4 ells aresearhed for fae andidates. An example of a rule at this level is that 4 ells havea uniform gray level. Fae andidates from level one are passed onto level two inwhih the resolution of eah fae andidate is doubled, that is the size of eah ellis redued by half and the template now onsists of 8 � 8 square ells. Anotherset of rules are used to further verify fae andidates at this level and remainingandidates are passed to level three. At level three, more disriminative rules areapplied. Features for deision inlude the length, slope, urvature, onavity, enterof gravity, and the oordinate of the ends of an edge. Only eyes and mouth edges



8 Thang V. Pham and Marel Worringare studied. This method is simple and it provides an eÆient way to loate faesinitially. However, the alignment problem due to the use of oarse resolution at levelone and two needs more attention.Dai and Nakano [6℄ propose an approah based on fae texture and olor informa-tion. A fae texture model is onstruted based on the spae grey-level dependenymatrix (SGLD). A SGLD matrix onsists of elements Pab(m;n) where Pab(m;n) isthe number of ourrenes in whih two pixels displaed by a vetor (m,n) in theimage have the grey level a and b, respetively. From a SGLD matrix, a set oftextural features is derived. Aordingly, a set of feature matries whose elementsare textural features is formed. Based on these feature matries and observations ofthe intensity level of faial images a set of inequalities is derived. Parameters of theinequalities are determined by experiments. This set of inequalities forms the faetexture models. In [6℄ the I omponent of the YIQ olor spae is used for disriminat-ing between skin and non-skin region. A window of size 16�20 is sanned throughthe image. At eah image loation, if the average intensity of the window does notfall in a ertain range, the window is rejeted. Otherwise, the feature matries areomputed and the window is lassi�ed as a fae if all equalities of the fae texturemodel are satis�ed. One disadvantage of this method is that the SGLD matrix hasto be omputed for every window whih is quite omputationally expensive.4 Feature-based detetionOne of the major shortomings of template-based methods is that they are verysensitive to both rotation and saling. To detet faes of di�erent sales, the inputimage or the template an be resized to an appropriate value so that lassi�ation ormathing an be arried out. The problem of in-plane and out-of-plane rotation (orpose variation), however, is more serious. In order to detet rotated faes, anothertraining set of faes of di�erent views and rotations may be required, or a ompletelynew set of rules must be devised.Feature-based methods o�er a sensible solution to both rotation and salingproblems. In this approah, various types of faial features are deteted and, basedon the human fae model, faes are delared using these features. Human skinolor is an important feature. It is a rather surprising �nding that the human skinolor falls into a small range in di�erent olor spaes regardless of raes [36℄. Manyresearhers have taken advantage of this in their approah to the problem.Feature-based methods an be divided into two groups. The �rst is a bottom-up approah in whih faial features are deteted and grouped aording to theirgeometri relationship. Bottom-up methods are summarized in the next setion.The other approah is top-down where faial regions are �rst loated using globalolor information. Eah region is then further analyzed and non-fae regions arerejeted. Methods in this lass are disussed in setion 3.24.1 Bottom-up methodsOne of the earliest methods is proposed by Govindaraju et al. in [8℄. In this method,a fae model onsists of features whih are desribed in terms of urves and strutural



Setion 4 Feature-based detetion 9relationships between them. Di�erent sets of features are used in two stages. First,urves of the fae are extrated to generate fae andidates. Features deteted in the�rst stage are grouped by mathing against the fae model using a ost funtion. Agroup of features with a ost less than a prede�ned threshold forms a hypothesizedfae andidate. Eyes and symmetry about the vertial axis are used in the seondstage to test the hypothesized fae andidates. This method is quite limited sineseveral assumptions have been made. For example a fae is bounded by edges, faesare frontal and the size of the fae is within a �xed range. Beause of the variabilityof shape between di�erent people, it is hard to devise a reliable ost funtion.In [12℄, Leung et al. proposed the use of random label graph mathing to groupfeatures. First, features suh as eyes, nose and nostrils are identi�ed by onvolvingthe input image with a set of Gaussian derivative �lters at di�erent sales andorientations. A vetor of �lter responses at a partiular spatial loation is thenmathed against a template vetor response. A feature is deteted at a loation if thedegree of mathing is above a threshold. From a pool of faial features, onstellationsare found and ranked based on the probability density of the normalized distanesbetween features. A drawbak of this method is that sine the distanes betweenfaial features are used in the mathing, it an aommodate only faes with littlerotation in depth. Also, the omputation time for grouping features is substantial.A ontrolled searh in whih features are searhed only in their expeted region hasbeen used to speedup the searh proess.Another feature-based system is presented by Yow and Cipolla [42℄ [41℄. Featuresare deteted using elongated Gaussian derivative �lters. This �lter is able to detetfeatures like orner of the eyes, mouth and nose, even in the ase when faes are notfrontal. In order to redue the number of false alarms, other �ltering tehniques areused. Also, an upper limit of the edge intensity at eah feature loation is imposedto eliminate features whih are falsely deteted at strong edge loations. After alarge number of feature points are deteted, edges around eah point are examinedand similar edges are linked. Those feature points that have roughly parallel edgeson both sizes are seleted. They are then lassi�ed into di�erent feature lassesbased on measurements suh as edge length and edge strength. The faial featurelasses are eyebrow, eye, nose and mouth. The features an now be grouped basedon the fae model. An example of the measurement of the fae model is the aspetratio of a faial region. False positives are eliminated further by the use of a beliefnetwork. Using the Gaussian derivative �lters, orners of faial features are reliablydeteted. It is also robust to rotation and hange of viewpoint. However, manybakground image loations are also deteted as features and it makes the task offeature grouping onsiderably hard. Also, the use of many hard-oded fae modelrules may lead to serious model error or may not be suÆient to disriminate faefrom non-fae arrangement. In addition, although most feature orners are deteted,they are not well loalized due to the variability of poses and faial expressions. Theperformane of this method on the CMU test set is not very enouraging. This ouldbe explained by the low image quality of the CMU test set A.Cai and Goshtasby [4℄ proposed another method using olor information. First,the skin olor is lassi�ed adaptively. Faial features that do not have skin olor suhas eyes and mouth appear as a small blob inside the fae region. By deteting small



10 Thang V. Pham and Marel Worringnon-skin olor regions within a skin region, a rough estimation of the faial featuresare loated. Aording to di�erent possible arrangements of faial features in thefae region, the fae model is overlaid in the fae region and the ross orrelationoeÆient is omputed. The fae model is onstruted from a set of normalizedfaes. A threshold is seleted and regions whose mathing rate higher than thisthreshold are delared as faes. A pitfall of this method is that the mehanism ofoverlaying the model on the fae region is rather ad ho. It is based on a set of rulesthat ould have model error. Also, it is expeted that the system would not opewell with pose variation beause only a limited number of templates are used in themathing proess. It is not lear whether an addition of templates of di�erent viewswould inrease the performane of the system. Another drawbak of this methodis that when faial features are small, they also appear having skin olor and thealgorithm will fail to detet faes.Jebara et al. [10℄ use another method to detet faial features in the fae region.Skin olor regions are �rst segmented and feature detetion is arried out by using asymmetry transformation [19, 11℄. The deteted features are traked in a sequeneand a 3D struture of the fae an be onstruted.Sun et al. [29℄ also make use of the loal symmetry information. A loal sym-metry map [14, 19℄ is obtained and fused with the olor map whih present the skinolor likeness of eah pixel. Faial features orrespond with the loal maxima of themap resulted. These features are then grouped aording to a fae geometry model.Both methods desribed above are based on a assumption that faial regionsan be segmented from the bakground reliably using olor information only. Thisassumption limits the appliability of both methods.4.2 Top-down methodsIn this lass of methods, fae regions are segmented from the bakground using olorinformation. Di�erent olor spaes have been used. Fae andidate are formed fromthese regions and further veri�ed. The advantage of these methods is that they arevery fast. Faes an be deteted in real time. However, no method seems able toresolve the problem when bakground objets also have skin olor, espeially whenthey are merged with the fae region. Also, these methods are very sensitive tovarying lighting onditions. In the following, we summarize some of the methods inthis ategory.In [27℄, skin-like regions are �rst segmented. A region growing algorithm isapplied at a oarse resolution of the segmented image to determine onneted om-ponents. Small size omponents are rejeted and a best-�t ellipse is then omputedfor eah onneted omponent on the basis of moments. Those ellipses that aregood approximations of the onneted omponents are seleted and onsidered asfae andidates. The goodness measure is omputed based on the ratio of the num-ber of pixels of the region outside the ellipse and pixels inside the ellipse that donot belong to the region against the size of the region. These fae andidates anbe further veri�ed by searhing for faial features inside the ellipses. Faial featuredetetion is arried out by examining the grey sale x- and y-relief of the onnetedomponents or using a modi�ed version of the watershed algorithm.



Setion 4 Feature-based detetion 11Saber and Tekalp [25℄ propose another skin olor segmentation algorithm usingGibbs Random Field �ltering. The result of this �ltering proess is a olletion ofsegmented skin regions. Eah region is then approximated by an ellipse. The dis-tanes between eah region shape and its ellipse are omputed using the Hausdor�distane measure. Region and ellipse pairs whose distane is greater than a prede-�ned threshold are rejeted. Feature detetion is then arried out inside the ellipsefor eah of the remaining regions. First, the two eyes are deteted by onsidering\holes" inside the ellipse mask. The entroid of eah deteted hole are andidatesfor eyes. Based on the observation on the relative positions of eyes in a fae, �ve ostfuntions are derived and the two holes that have a minimum weighted sum of theseost funtions are marked as eyes. The tip of the nose and the mouth are loatedbased on the loation of the eyes. The weight used in ombining ost funtions andparameters used in loating the nose and mouth are determined empirially.In [40℄, a multisale image segmentation method [1℄ is used to extrat homo-geneous regions at di�erent sales. The segmentation result is determined by ahomogeneity sale parameter Æg and a spatial sale parameter Æs. The CIE LUVolor spae without the luminane omponent is used to build the human skin olormodel. Parameters of the distribution are obtained by maximum likelihood estima-tion. A threshold is used to determine if a pixel has a skin olor and a region isonsidered skin region if above 70% of its pixels have skin olor. The segmentationis performed at di�erent sales. At eah sale, regions are merged until the shapeof the merged region is approximately ellipti. The goodness of the approximationis based on the number of pixels of the region inside its ellipse shape. Regions thathave a ratio between the major and minor axis less than 1.7 are onsidered fae an-didates. A andidate region with dark areas or holes inside are onsidered humanfaes based on the observation that faial features either do not have skin olor orare darker than their surrounding areas.In ontrast to merging, Wei and Sethi [33℄ use an iterative partitioning of thehuman skin region to detet faes. First, the binary image of the segmented skinregion is obtained by performing skin olor lassi�ation at eah pixel loation. Amorphologial losing is then applied followed by a opening to remove small regionsand detah regions whih are onneted by a thin strip. The struturing element sizeis adaptive to the size of the input image. A region that an be approximated well byan ellipse is onsidered a fae andidate region. The ratio between the length of themajor and minor axis together with the ratio between the area of the ellipse and theatual area of the region are used to assess how well a region is approximated by itsellipse. Other regions will be partitioned into smaller regions that may be approx-imated by ellipses. Subregions whose size are too small are rejeted. Furthermore,subregions whose shapes are approximately ellipti are onsidered fae andidateregions and the rest are further partitioned. The partitioning proess stops whenall subregions are too small and no fae andidate is found. Faes are deteted byverifying features in the fae andidate regions. A histogram-based thresholdingsheme is applied. The histogram of the Y omponent of eah fae region andidateis omputed and a value is hosen suh that 18% of the pixels have an intensity be-low it. After applying the threshold to eah fae andidate region with its omputedthreshold, faial features should orrespond to the dark parts. Based on relative



12 Thang V. Pham and Marel Worringpositions of these dark parts and their shapes within a fae region, a fae region islassi�ed as fae or not.Wang and Sung [32℄ also use morphologial operations and knowledge about thehuman fae for shape analysis in deteting frontal view faes. Fae regions are �rstextrated using olor information. A morphologial losing operation is performedto �ll holes inside the fae regions. The fae ontour is then extrated by analyzingthe skeleton of the fae region. The purpose is to separate ears and nek partsfrom the fae region. The skeleton of the segmented region is obtained using themorphologial skeleton operation. A line traing and merging algorithm is developedand applied to extrat lines from the skeleton image. All lines are examined by aset of rules and their endpoints for �tting the ontour of the fae are olleted.Some points of the olor edge image are also added to the ontour �tting points setaording to the same set of rules. The fae ontour is modeled as an ellipse usingthe least square �tting algorithm with the set of olleted points to �t. One thefae ontour has been extrated, faial features are deteted using a algorithm thatis similar to the one used in [28℄.Terrillon et al. [31℄ use a neural network to disriminate between human faeand other objets. Skin olor regions are extrated using olor information and 11lowest-order moments are omputed for eah region. These moments are translation,sale and in-plane rotation invariant. A feed-forward multilayer pereptron is usedto lassify these regions using the 11 moments as inputs. The method works onlywhen faial regions an be well segmented from the bakground.5 Experiments5.1 Test set and detetion measuresOne hundred frames from a news video are were for evaluation. The frames weretaken at every 300 frames of the sequene. Although the number of frames are quitesmall, there are a lot of variations in size, rotation and pose of faes whih appear inthis test set. A groundtruth was prepared for this test set in whih only faes withboth eyes visible are inluded. Small faes were also exluded. There are 85 faesin total of whih 37 faes are frontal and 48 faes are non-frontal.Eah implementation is run to detet faes in all 100 frames. The total numberof deteted frontal faes, deteted non-frontal faes and false alarms are reported.In this experiment, the exeution time is not onsidered, though lear di�erenesamong methods were observed.In addition, some template-based methods have been evaluated against a testset of 1905 fae and 2200 non-fae patterns.5.2 Fae detetion methodsA number of methods were evaluated. In this setion, we will briey desribe howeah method was implemented. Available libraries have also been used for evalua-tion. For methods that require learning, a training set of 3000 fae and 9443 non-faepatterns were used whih were independent of our test. The data are provided by



Setion 5 Experiments 13Bunshoten [3℄ and extended with more non-fae patterns by using a \bootstrap"method as desribed in [30℄.Fae detetion methods:1. Rowley's neural network [21℄. This fae detetor is obtained from CMU.This is one of the most signi�ant works in fae detetion. It has been used inseveral related projets inluding Informedia and NameIt.2. Colmenares and Huang's information theory based [5℄. This methodis quite di�erent from other lassi�ation-based methods in that the learningphase is very fast. The lassi�ation of a new pattern is also fast.3. Template mathing. The fae template is the one used in [4℄. A template ofsize 30x30 is used. A fast sanning mehanism is devised to redue the numberof tested windows.4. Simple olor [27℄. The 123 olor spae [7℄ is used to segment the faeregions.5. Wei's partitioning [33℄. Eah rejeted skin olor region is further partitionedinto subregions of whih some ould be fae regions.6. Priniple Component Analysis [15℄. In ontrast to [15℄, non-fae patternsare also used.7. Fisher Linear Disriminant [37℄.8. Texture based lassi�ation [6℄. The parameters of this method is hosenby using a muh larger training set than in [6℄. The parameters are hosen sothat 100% of the fae patterns satisfy all rules of the algorithm.Feature detetion:1. Yow's method [42℄. An elongated Gaussian kernel of ratio 1:3 is applied todetet faial features.2. Reisfeld's method[19, 20℄. Similar tehniques have been used for featuredetetion in [10, 29℄.5.3 ResultThe following is the results of fae and feature detetion methods in this experiment.Parameters are seleted manually. Methods in table 1 are evaluated against a set of100 frames from the news videos. Methods in table 2 are evaluated against a set of1905 fae and 2200 non-fae patterns.Figure 2 and 3 are sample outputs of the two feature detetion methods.
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Figure 2: Result of applying an elongated Gaussian �lter (threshold = 1)

Figure 3: Reisfeld's radial dark transform (kernel size = 3, threshold = 30)



Setion 5 Experiments 15Methods Parameters Detetion Rates(%) False De.Fr Non-fr Total TotalRowley w/o eye detetion 91.89 58.53 72.94 7with eye detetion 16.21 18.75 17.65 0Colmenarez & Huang threshold = 50 75.68 20.83 44.71 39Template mathing threshold = 0.8 91.89 41.67 63.52 213threshold = 0.82 86.48 47.91 64.71 98Simple olor 18.92 35.42 28.24 29Wei partitioning 18.92 35.42 28.24 61Table 1: Performane of fae detetion methods against a test set of 37 frontal faesand 48 non-frontal faes. Images are taken from a news video.Methods Parameters Error RatesPCA - zero mean, 5 eigenvetors 22.66%unit norm 10 4.51%20 1.95%45 1.71%60 1.85%Fisher Linear 8 lasses 4.19%Disriminant 18 5.97%32 9.99%50 25.14%Dai's texture-based 100% orret detetion rate 22.43% false alarmsTable 2: Performane of fae detetion methods with a test set of 1905 fae and 2200non-fae patterns.5.4 DisussionExperimental results show that Rowley's fae detetor has the best performane.The detetion results of our implementations are not good. This ould be explainedby the fat that our training set is quite limited. A total of 4905 fae patterns areused in omparison with 16,810 fae patterns used in [37℄ or 118920 fae patternsused in [26℄.The lassi�ation method using PCA is simple yet very e�etive. With an errorrate of 1.71%, a high number of of tested windows will result in many false alarms.The method using Fisher Linear Disriminant is among the best performers proposedin literature. However, the result shown here is very poor. It seems that the smallnumber of fae patterns does not represent eah fae lass reliably. The lassi�ationtime for both method is onsiderable sine eah new pattern has to be projeted ontoa lower dimensional spae, whih involves a matrix multipliation. The texture-basedmethod Dai's ould give a very high detetion rate for fae patterns, but it also givea lot of false alarms. This ould be useful as a veri�ation mehanism.Methods that make use of plain olor information are not reliable for the newsvideo dataset. Most of olor-based methods assume that the faial region an be



16 Thang V. Pham and Marel Worringsegmented from bakground using only olor information. This assumption does notusually hold for news video.As for bottom-up feature-based methods, the feature detetion step is very im-portant. The method used by Yow in [42℄ does reliably detet orners of faialfeatures. However, a lot of false alarms are also generated (Figure 2). The seondmethod gives a better detetion results. However, it is very sensitive to sale. Moreimportantly, in both methods the detetion result is not well loalized. This makethe relative distanes between faial features unreliable for the feature grouping step.Methods Advantages DisadvantagesNeural Network Robust for deteting frontal SlowSVM faes. Powerful when ombined Hard to extendPCA with other methods that Require a large set ofFLD redues the searh spae. training examples.Distribution basedLoal appearaneInformation based Fast training High number ofand lassi�ation. false alarms.Rule-based Easy to inorporate prior Model-error proneknowledge Not very disriminativeFeature based Good solution to the Hard to detet(bottom-up) rotation problem faial featuresColor-based Fast Not reliable in ageneral sene.Table 3: Fae detetion methods: advantages and disadvantages6 ConlusionFae detetion is still a diÆult problem in Computer Vision. In this report wehave disussed several methods for fae detetion in literature. Experiments havebeen arried out to evaluate the e�etiveness of some methods when applied to newsvideo data.Statistial pattern reognition -based methods give roughly the same detetionrate. They are robust for deteting frontal faes. They also an detet slightlyrotated faes. Nevertheless, for unrestrited imaging onditions it is neessary tohave a fae detetor that ould detet well faes whih are rotated in depth.Neural network-based as well as other template-based methods an detet frontalfaes. However, it is very hard to extend these systems to detet faes with out-of-plane rotation. Another large training set of faes with di�erent poses may berequired and even if suh a training set is available, it is not guaranteed that existinglassi�ation methods will still give a good performane. The feature-based approahpromises an elegant solution to the problem of out-of-plane rotation. However, itis very dependent on the feature detetion phase. With a large variation in faialexpression, it is not surprising that the faial feature detetion in a general sene is
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