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Abstract

Compositional verification aims at managing the complexity of the
verification process by exploiting compositionality of the system
architecture. In this paper we expldiee useof atemporal epistemiclogic to
formalize the processof verification of compositional multi-agent systems.
The specification of a system, its properties and their proofs are of a
compositional nature, and are formalized within a compositional temporal
logic: Temporal Multi-Epistemic Logic. It is shown that compositiopabofs
arevalid undercertain conditions. Finally, the possibility of incorporating
default persistence of information in a system, is explored.

1 Introduction

It is a recent trend in the literature on verification to sttiiyuse of compositionality
and abstraction to structure the processerification; for example,see[1], [8], [18].
In [19] a compositionalverification methodwas introducedfor (formal specifications
of) multi-agent systems.In that paper, propertiesto be verified were formalized
semanticallyin termsof temporalepistemicmodels,and proofs were madeby hand,
like mathematicianslo. The currentpaperfocuseson the requirementgor the choice
anduseof a suitablelogic within which both the propertiesto be verified and their
proofs can be formalized. For the particular applicationof the logic the following
requirements for the logic itself and for the use of the logic are of importance:
e compositional structure: properties and proofs castheturedin a compositional
manner, in accordance with the compositional structure of the system design.
« dynamicsandtime: dynamicpropertiescan be expressedieasoningand induction
over time is possible.
* incomplete information states can be expressed.
e transparency:the proof system and the semantics are transparentand not
unnecessarily complicated.
In the following sectionsTemporal Multi-Epistemic Logi€TMEL) is introducedand
shown to be a suitable logic; this logicagieneralizatiorof the TemporalEpistemic
Logic TEL introduced if10], [11]; seealso[9], [12]. The generalizatioris madeby
adding multiple epistemic operators according to the hierarchical compositional
structure ofthe systemto be verified. This generalizatiorwas inspiredby [17], were
multiple modal operators were introduced (in their case without hierarchical
compositional structure) to verify multi-agent systems specified in Concurrent
METATEM. By choosingtemporalepistemiclogic asa point of departure,a choice
was made for a discrete and linear time structure and for time to be global.

The structure of the paper is as follows. In Section 2 the compositional verification
methodfor multi-agentsystemsis briefly describedand an exampleis given. In
Section 3 the temporal multi-epistemic logic is defined. Section 4 discusses
compositional temporal theories, Section 5 compositional proof structures, and



Section 6 focuses on how to treat non-classical semartatedto defaultpersistence
of information.

2 Compositional Verification

The purposeof verification is to prove that, undera certain set of assumptionsa
system satisfies a certain set of properties, for examplaesignrequirementsin the
approachntroducedin [19], this is doneby mathematicaproof (i.e., a proof in the
form mathematiciansre accustomedo), which provesthat the specificationof the
system together with the assumptions imptlespropertiesthat the systemneedsto

fulfill. A compositionalmulti-agentsystemcanbe viewed and specifiedat different
levels of abstractionViewed from the top level, denotedby L,, the completemulti-

agentsystemis one componentS, whereinternalinformation and processesre left

unspecifiedat this level of abstraction(informationand processhiding). At the next
level of abstractiony,, the internal structureof the systemis given in terms of its

components (as an example, see the agemtsls and the external worlelv in Figure
1), but the details of the components are hidden. At the next lower leakswéction,
L,, (for example)the agenta is specifiedas a compositionof sub-componentgsee
Figure 2). Some componentsmay not be composedof sub-componentssuch
componentsare called primitive. The example has been designed using the

compositionaldevelopmentmethodDESIRE, see[6]. This is a methodto develop
multi-agent systems accordingto a compositional structure. The approach to

compositional verification addressed in this pagarbe usedfor multi-agentsystems
designed on theasisof DESIRE, but also for systemsdesignedon the basisof any
other method using compositionality as a design principle.

Compositionalverification takesinto accountthis compositionalstructureduring
the verification process. Properties of a compoaeabnly to be expressedising the
language specifietbr the component’snterfaces(and not the languagespecifiedfor
sub-componentsr super-componentsjhis restrictsthe spaceof the propertiesthat
can be formulateddrastically. Verification of a composedcomponentis done using
properties of the sub-componenteibhbedsandthe component’sspecification(which
specifieshow it is composedf its sub-components)The assumptionson its sub-
componentsunder which the componentfunctions properly, are propertiesto be
provenfor thesesub-componentsThis implies that propertiesat different levels of
abstraction are involvenh the verification processThesepropertieshave hierarchical
logical relations in the sense that at each level, giketomponent'sspecification,a
property is logically implied by (a conjunction of) the lower level propertiesrétaie
to it in the hierarchy (see Figure 3); of course, also logical relations between properties
within one abstraction level may exist.

The example multi-agent model used in this paper is compogea afo-operative
information gathering agents,ands, anda componentw representinghe external
world (see Figure 1). Each of the agents is able to acquire partial informatiorttadout
external world (by observation). Each agent’s own observations are insuffictdraivto
conclusionsof a desiredtype, but the combinedinformation of both agentsis
sufficient. Thereforecommunicationis requiredto be able to draw conclusions.The
agentscan communicatetheir own observationresults and requestsfor observation
information of the other agent. This quite common situation is simplified to the
following materialized formThe world situation consistsof an objectthat hasto be
classified. Oneagentcanonly observethe bottom view of the object(e.g., a circle),
the other agent the side view (e.g., a square).By exchangingand combining
observation information they are able to classifydbgect(e.g., a cylinder, expressed
by the atombbject_type(cylinder)).
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Fig. 1. The example Multi-Agent System for Co-operative Information Gathering

Communication from the agento s takes place in the following manner:
 the agent A generates at its output interface a statement of the form:
to_be_communicated_to(<type>, <atom>, <sign>, B)
« the information is transferred gpthereby it translated into
communicated_by(<type>, <atom>, <sign>, A)
In the example<type> canbefilled with a labelrequest Or world_info, <atom> iS an atom
expressing information on the world, ats@n>, is one ofpos Or neg, to indicate truthor
falsity.
Interaction between agentand the world takes place as follows:
 the agent A generates at its output interface a statement of the form:
to_be_observed(<atom>)
« the information is transferred tov; thereby it is translated into
to_be_observed_by(<atom>, A)

» the externalworld ew generatesat its output interfacea statementof the
form:
observation_result_for(<atom>, <sign>, A)
« the information is transferred s9 thereby it is translated into
observation_result(<atom>, <sign>)
Part of the output of an agent are conclusiainsutthe classificationof the objectof
the formobject_type(ot); these are transferred to the output of the system.

To beableto performits tasks,eachagentis composedf four componentssee
Figure 2: threefor genericagenttasks (world interaction management, or wim for short,
which reasons abothe interactionwith the outsideworld, agent interaction management,
or aiv, which reasons about the interaction with other agent$own process control, Or
orc, which reasons about the control of the agent itgelthis exampleit determines
the agent characteristid®r examplewhetherthe agentis pro-activeor reactive),and
one for anagentspecifictask (object classification, Or oc). Sincethe two agentshavea
similar architecture, the notatierwim is used, for example, tdenotecomponentvim
of agenta. As an exampleof how this agentmodel works, information describing
communicationby the agents to the agenta is transferredo the (input interfaceof



the) componentaim within A (in the form of an atom communicated_by(<type>, <atom>,
<sign>, A)). In the componentaiv the communicatednformation is identified (by a
meta-reasoning procefisat interpretsthe communication)and at the output interface
of Aim the atormew_world_info(<atom>, <sign>) iS generated. Frorthis output interfacethe
information is transferredto the componentoc, whereit is storedas object level
information in the fornxatom> Or not <atom>, depending on whethesign> iS pos Of neg. A
similar process takes place when observation information is received agehgthis
time through the componewniwm.
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Fig. 2. Composition of an agent

This example multi-agergystemhasbeenverified for all 64 casesvhereeachof
the two agents may be pro-active or reactive with respect to observation,
communicationand/orreasoningn any combination(see[19]; in Figure 3 a small
part of the propertiesand logical relationsfound is depicted). The exampleusedto
illustrate the formalization in the current paper is restritted pro-activeagenta and
a reactive agemnt

Thecompositional verification methazhn be formulated informally as follows (for
a formalization, see Section 5 below):

A. Verifying one abstraction level against the other

For each abstraction level the following procedure is followed:

1. Determinewhich propertiesare of interestfor the (higher level) componentD;
thesepropertiescan be expresseanly in termsof the vocabularydefined for the
interfaces of D.

2. Determine assumepkopertiesfor the lower level componentgexpressedn terms
of their interface languages) that guarantee D’s properties.

3. ProveD’s propertieson the basisof the propertiesof its sub-componentsiising

the system specification that defines how D is composed of its sub-components.



B. Verifying a primitive component
For primitive knowledge-basedomponentsa numberof verification techniquesexist
in the literature, see for example [20].
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Fig. 3. Logical relations between a number of properties at different levels of abstraction
for the example multi-agent model

C. The overall verification process
To verify the complete system:
1. Determine the properties are that are desired for the whole system.
2. Apply the above procedute iteratively.
In the iteration the desired properties of abstraction leeet either:

« those determined in step 1, ifi = 0, or

 the assumptions made for the higher leyeglif i > 0
3. Verify the primitive components accordingBo

The results of verification are:

« Properties and assumptions at the different abstraction levels.

¢ Logical relationsbetweenthe propertiesof different processabstractionlevels (cf.
Figure 3).

Note that both static and dynamic propertiesand connectionsbetweenthem are

covered.Furthermore processand information hiding limits the complexity of the

verification per abstraction level.



3 Temporal Multi-Epistemic Logic

In this section we introduce a lodilcat canbe usedto formalize the dynamicaspects
of reasoningandthe incompleteinformation statesthat play a role: temporal multi-
epistemiclogic. Our approachis in line with whatin [15] is called temporalizinga
given logic; in our case the given logic isralti-modal epistemiclogic basedon the
component hierarchy & multi-agentsystemto be verified. As the baselanguagen
which the multi-agent system can express its knowledge and conclusionwd| vteke
a propositionallanguage.Let comp be a given set of componentnameswith a
hierarchicalrelation sub betweenthem, defining a finite tree structure.The following
definition formalizesinformation statesand a temporalizationof thesestates,using
linear discretetime with a starting point. For conveniencewve will take the set of
natural numberN={0, 1, 2,..} as the time frame.

Definition 3.1 (compositional temporal epistemic model)

a) A signature £ is an ordered sequenceof (propositional) atom names. A
compositionalepistemicstate or compositionalinformation state basedon g, is a
collection (Min, , Mint,, Mout,), . cowe Of triples of sets Min, , Mint, , Mout, Of
propositional models of signaturefor each of the componentsin comp.

The set of compositional information states baseH isrdenoted byis(z), or shortly
CIs.

b) Let x bea signature A (propositional)compositionaltemporalepistemicmodel
M of signaturez is a mappingM: N — CISE). We will sometimesuse the notation
Mot e N fOrm.

In the language we introduce modal operatats, Cint, , Cout, for each component
in comp, expressing the input, internal, and output knowlealgde componentWe
call theseoperatorsthe epistemic operators Modal formulae can be evaluatedin
compositional epistemic states at any point in time: a modal foroautae (Wherea
is propositional) is true in a compositional epistemic stgtdenotedv = Cout, «, if
m = a for all me Mout, (@andsimilarly for cin, andcint,). The operatorsCin,, Cint, ,
Cout, arevery similar to the modalk operator,so for instancethe formula — Cout,
a A — Cout, — a denotes thai is unknown inthe output stateof componentx (i.e.,
neither known to be true nor known to be false).

We will need a language to express changes over time. To this end in [1@Qhg11]
temporal(uni-modal)epistemiclanguageTEL andits semanticswvere introduced.To
obtain a compositional temporal logic, this logiEL is generalizedn the following
manner (the result is called Temporal Multi-Epistemic LogicTIEL). Formulaeof
the form Cin, a, Cint, a and cCout, o play the role of atomic propositions. The
temporal operators, v, F andG are used. Intuitively, the tempor@rmula Fa is true
at timet means that viewed from time pointhe formulaa will be true atsometime
in the future (insomefuture information statefa is true at time meansthat viewed
from time pointt, the formulan will be true atall time points in the future, anda is
true at time means tha& will be true in the next information state.The operatory
means “true at the previous time point”. Some examples of temijoonalilaewill be
given in the next section. For more details of TEL, see[10], [11]. For temporal
epistemiclogic different entailmentrelations can be used,both classical and non-
classical; see e.g., [9], [12].



4 Compositional Temporal Theories

In orderto embedthe compositionalverification proofs in temporal multi-epistemic
logic, a multi-agentsystemspecificationis translatedinto a temporaltheory. As a

requirementon this translation we impose that the compositional structure is

preserved. This means thasteadof one global temporaltheory, eachcomponenin

the hierarchyis translatedinto a separatetemporal theory for this component.
Therefore,we introduce collections of sub-languagesnd collections of temporal
theories that are labelled by the set of componeote. A language for @omponent
defines theermsin which its internalinformation, aswell asthe informationin its

input and output interface can be expressed.

Definition 4.1 (language composition)
Let coMP be a setof componenthameswith a binary sub-componentelation sub.
Primitive componentsareelementsd € comp for which no ¢ € comp exists with
C subD. The other components are caltEmmposed
A languagecompositionis a collectionof sub-languageg. c)c < comp, Wherein each
languageL. only the epistemic operatorscCin., Cint. and Cout. are used (and no
epistemic operators for other components).
The collection ofnterface languagefor the languagecomposition(Lc)c « come 1S the
collection (L")c « comp Where for any componentp, the languageL”, is the
restriction ofL, to formulae in which the epistemic operatot, does not occur.
The collection of bridge languagedor the languagecomposition(Lc)c ¢ come 1S the
collection(L*c)c « comp defined for any componentby
L5 =Lp U Ucsuwol'c
The cumulative language compositifor the language compositiotc)c <« cowe IS the
collection
(L*ce cowe defined for any componentby
L*b =Lp U Ucswpl*c if Dis a composed component
L* o =Lp if D is a primitive component

Example 4.2 (language composition)

We give part of the languages of some of the components of the example multi-agent
system (forot varying over the object typespver shapesy is the ageni or B, sign

iS pos Of neg):

Ls Coutg object_type(ot)
La Cout, to_be_observed(view(A, r)),
Cout, to_be_communicated_to(request, view(B, r), pos, B)
Cinp observation_result(view(A, r), pos)
Cing communicated_by(world_info, view(B, r), pos, B)
Lew Cingy to_be_observed_by(view(X, r), X),

Cout.,, observation_result_for(view(X, r), sign, X)

Definition 4.3 (theory composition)
Let (Lo e comp D€ @ languagecomposition. A compositionaltemporal theory for
(Lo)ce comp 1S @ collectionTe)e « come Where each temporal theory is a theoryin
the language ‘. .
Let (To)e e comp D€ @ compositionaltemporaltheory. The collection of cumulative
theories (T*c)c « cowe 1S defined for any componentas:
T =Tp U Ucanp T c if Dis a composed component
T*p =Tp if D is a primitive component



Example 4.4 (partial compositional theory; a composed component)
For each of the componentsof the multi-agent systemits specificationcan be
translated into aemporaltheory. The part of the theoryfor the top level component
that is relevant to prove successfulness of the system is the following @gaiges
over the object types,over shapess is the ageni or B, sign iS pos Or neg):

Tg: Y Cout, to_be_observed(view(X,r))
— Cing,, to_be_observed_by(view(X,r), X)
Y Cout, to_be_communicated_to(request, view(B,r), pos, B)
— Cing communicated_by(request, view(B,r), pos, A)
Y Coutg to_be_communicated_to(world_info, view(B,r), sign, A)
— Cin, communicated_by(world_info, view(B,r), sign, B)
Y Couty object_type(ot) — Coutg object_type(ot)
Y Cout, - object_type(ot) — Coutg - object_type(ot)
Y Couty,, observation_result_for(view(X,r), sign, X)
— Ciny observation_result(view(X,r), sign, X)

For example, the last formula is paftthe descriptionof the information links from
ew toa and fromew to 8. This formula expresseshat the information previouslyin
the output ofEw is currently containedin the input interfaceof the agenta (undera
simple translation). The part of the theory for agenta that is relevantto prove
successfulness of the system is the following:

Ta: Y Cin, observation_result(view(A,r), sign)
— Cin, i Observation_result(view(A,r), sign)
Y Cin, communicated_by(world_info, view(B,r), sign, B)
— Ciny oy cOmmunicated_by(world_info, view(B,r), sign, B)
Y Cout, w to_be_observed(view(A,r), sign)
— Cout, to_be_observed(view(A,r), sign)
Y Cout, o to_be_communicated_to(request, view(B,r), pos, B)
— Cout, to_be_communicated_to(request, view(B,r), pos, B)
Y Cout, o Object_type(ot) — Cout, object_type(ot)
Y Cout, o — Object_type(ot)— Cout, - object_type(ot)
Y Cout, o, cOommunicated_by(request, view(A,r), sign, B)
— Cin, iy requested(view(A,r))
Y Cout, o New_world_info(view(B,r), pos)
— Ciny oc View(B,r)
Y Cout, o New_world_info(view(B,r), neg)
— Ciny o view(B,r)
Y Cout, v new_world_info(view(A,r), pos)
— Cing oc View(B,r)
Y Cout, ,w New_world_info(view(A,r), neg)
— Cin, o ~View(B,r)

Example 4.5 (partial compositional theory; a primitive component)
Primitive components can, for example, be specified by logical rules of the form
‘conjunction of literals’ implies ‘literal’), as is the case in DESIRE. Consider the
following rule of the knowledge base of the primitive componggi: classification:

if view(A, circle) and view(B, square) then object_type(cylinder)
This rule can be formalized invEL by:
O AY Ciny oc view(A, circle) A'Y Ciny oc view(B, square) — Couty o object_type(cylinder)

where¢ is a formula expressing control information that allows the rule to be used (for
example, the component should be active).

5 Compositional Proof Structures
Verification proofs are composedof proofs at different levels of abstraction(see

Figure 3). Theseproofs involve propertiesof the componentsat these abstraction
levels.



Definition 5.1 (composition of properties)

A compositionof propertiesfor a languagecomposition(Lc)c « comp 1S @ collection
(Po)ce comp  Wherefor eachc the setpP. is a set of temporalstatementsn the
language. ..

Note thatin our approachit is not allowedto phrasepropertiesof a componentin
terms other than those of its interface language.

Example 5.2 (a composition of properties)

In the proof of the successfulness propertg ¢ small part of which is depicted in
Figure 3) the following composition of properties is used (see also Example 4.2):

Systens as a whole

Ps: A, (F Coutg object_type(ot) v F Couts - object_type(ot))

Agenta (the pro-active agent)

Pa: [ A, (Cin, observation_result(view(A,r), pos)v
Cin, observation_result(view(A,r), neg) )l
A [ A, (Cin, communicated_by(world_info, view(B,r), pos, By
Cin, communicated_by(world_info, view(B,r), neg, B) )
— A, (F Cout, object_type(ot) v F Cout, - object_type(ot))
(conclusion pro-activeness),

A\ F Cout, to_be_observed(view(A,r))
(observation pro-activeness,

A\ F Cout, to_be_communicated_to(request, view(B,r), pos, B),
(request pro-activeness,

Agents (the reactive agent)

Pg: A\ [ Cing communicated_by(request, view(B,r), pos, A)
— ( F Coutg to_be_communicated_to(world_info, view(B,r), posy
F Cout, to_be_communicated_to(world_info, view(B,r), neg) )

(reactive information provisiorm)
External Worldew

Pew : N [ Cing, to_be_observed_by(view(X,r), X)
— ( F Cout,, observation_result_for(view(X,r), pos)v
F Coutg,, observation_result_for(view(X,r), neg) )1

(reactive observation results provisiaw)

Components withim
Paopc @ F Cout, opc pro-active

(pro-activenessyrc)

Paam : [ Cingaw pro-active
— A\, F Cout, , to_be_communicated_to(request, view(B,r), pos, B)
(conditional request pro-activenessy)

[, Cing v communicated_by(world_info, view(B,r), sign, B)
— F Cout, 5y new_world_info(view(B,r), sign)]



Pawmm @ [Cingww pro-active — A, F Cout,,, to_be_observed(view(A,n))],
(conditional observation pro-activenessy)

[ Cingw Observation_result(view(A,r), sign)
— F Cout, \,y new_world_info(view(A,r), sign)]

Paoc @ Ax (Cingoc view(X,r) v Cin, oc - view(X,r) )
— A\, ( F Cout, . object_type(ot)v F Cout, o — object_type(ot) )

In the proof of the properties shown in Example 5.2, the theories shown in Example
4.4 and 4.5 are used.

Definition 5.3 (compositional and global provability)
For the language compositiQty)c « come: |€t @ cOmposition of properti€®.)c < comp

anda compositionaltemporaltheory (To)c « cowe b€ given. Let |~ be an entailment
relation for temporal multi-epistemic logic.
a) The compositionof properties (Pc)c « comp 1S COMpositionally provable with
respectto [~ from the compositionaltemporal theory (To)e « cowp if for each
componenb the following holds:
ToU UcanoPe [~ Po if Dis composed
o Po if D is primitive
b) The compositionof propertiesis globally provablewith respectto |~ from the
compositionaltemporaltheory (To)c « cowp if for eachcomponento the following
holds:
o [ Po

For example,the collection of successpropertiesof Example5.2 turns out to be
globally provablefrom the compositionaltemporaltheory (To)ce comp, With respect
to the provability relation of classicahtailmentin TMEL, augmentedvith a default
persistence assumption (see the next section).

Compositional provability does not necessarily imply global provability.
However, the implication holds if the entailment relation satisfies, apart from
reflexivity (if v < w, thenw [~V ), the property of transitivity:

Thu s ufFw=THwW (Transitivity)

for all sets of formulae, u, w. It is well-known that transitivityand reflexivity imply
monotonicity.

Proposition 5.4

If the entailmentrelation [~ satisfies,in addition to reflexivity, transitivity, then
compositional provability with respect fo implies global provability with respecb
f~. In particular, if - is a classicalprovability relationfor temporalmulti-epistemic

logic, then compositionalprovability with respectto + implies global provability
with respect te-.

This propositionshowsthat for classicalentailmentthe implication holds. But, for
example, for an entailment relation taking into account minimal change the
implication does not hold. In the light of these results, for compositional verification a
classical proof system is the best choice.



6 Default Persistence and Revision

The conditionsunderwhich a classicalinferencerelation can be useddependon the
specific form of semantics. For example, in DESI&REBefault persistenceassumption
hasbeenmade:it is only specifiedwhat hasto be changedall other information is
meant to persist in time. An exception is made for informationttaato be retracted
because it was derived from information that does not hold anymore. In this seetion
discussa mannerin which default persistenceand revision can be treated within
temporal multi-epistemic logic.

In principle, a compositional specification can be formalized by executable
temporal formulae. Roughly spoken, executabletemporal formulae are temporal
formulae of the form

declarative past = imperative future

For more detail®n this paradigm,andthe different variantswithin, see[2], [3]. For
our purposesthe following definition is chosen.Simplified executabletemporal
formulaeare formulae of the form

past and present = present

The righthandside of theseformulaeFr are called heads denotedby head(F); they are
taken from the set

HEADS = { CL | L propositional literal, C epistemic operator } U
{—= CA A= C— A| A propositional atom, C epistemic operator }

The left hand side of is calledbody, denotedby body(F). Within the body, the ‘past’
part is a formula that refers strictly the past. The ‘present’ partis a conjunctionof
temporal literals that are either of the foom or-cL.

The intended semantics of these formulae is that it is only speuifiathasto be
changed. Allotherinformationis meantto persist(defaultpersistencejn time, with
an exceptionfor information that has to be revised becauseit was derived from
information that does not hold anymore. In principle this entails non-classical
semanticsHowever, a translationis possibleinto temporaltheorieswith classical
semanticdf a form of temporalcompletion(similar to Clark’s completionin logic
programming) is applied:

LetT be a temporal theory consisting of simplified executable temporal formulae.
For eactH e HEADS define

T = {Fe T|head(F)=H}

LetL be a literal and an epistemic operator; define
te(Te) = [V {body(F) | Fe Te  }v
(= V {body(F) | Fe Tc }A

=V {body(F) |[Fe To oL aac-t} A
YCL)]

< CL

te(To el amc-1) =V {body(F) [Fe T ¢l aqc-i}V
(= V {body(F) | Fe Te }A

=V {body(F) | Fe Tc.} A
—~YCL A=YC-~L) ]

& -aCLAAC-~L



Here-~L denotes the complementary literalLofThe intuition behind these formulae is
the following: a literal is (known to be) true in a component exactly when either there
was an applicable rule making it true, or it was true before, and all rules making the
literal false or unknown, are not applicable.

Thetemporal completionf T is defined by

tc(T) = {tc(T¢y) | L literal, C epistemic operator }u
{tc(To cL A=~ |Lliteral, C epistemic operator }

Under a consistency assumption the right pa(t_, o . - c-) | L literal, C epistemic
operator } of the above union is already implied by the left paftrc, ) | L literal, C
epistemic operator }

Example 6.1 (temporal completion of a link formalization)

Let T be the temporal theory (a subsetgfthat formalizes the information link from
Ew to the agenk; see Example 4.4. The temporal completbm contains the set of
formulae:

[ Y Coutg,, observation_result_for(view(X,r), sign, X)) v
(=Y Coutg,, — observation_result_for(view(X,r), sign, X)) A
Y Ciny observation_result(view(X,r), sign, X)) ]

© Ciny observation_result(view(X,r), sign, X)

[ Y Coutg,, — observation_result_for(view(X,r), sign, X)) v
(=Y Coutyg,, observation_result_for(view(X,r), sign, X)) A
Y Ciny — observation_result(view(X,r), sign, X) ) ]

© Ciny — observation_result(view(X,r), sign, X)

Note that the result demporalcompletionis a temporaltheorythat is not anymore
in executable format.

The temporalcompletionallows to formalize proofsin a classicalproof system.
This meansthat, given a compositionaltheory (T¢)c « comp, W€ should considerthe
completion of the union of these theories, tcg* 5 wheres is the componenibf the
entire system, for global provability. On the other hand, for compositional
provability, we have to conside&(Tc))ce come- IN generalhowever tc(T*g) neednot
be identical tahe union of (tc(Tc))c « comp- ThiS may occurwhena literal occursin
the headof two rules belongingto different components.Then there will be one
formulatc(T¢,) in te(T*g), combining the two rules (and this is intended), but théke
be two in the union of (tc(T¢))c « comps ONE for eachcomponent(and this is not
intended). In the case of simplified executable temporal formulasawgive a simple
criterion which ensures tha{T*¢) is equal to the unioof (tc(T¢))c ¢ comp- The only
thing that is required is that for each formalg the temporal formulae defining are
all in one component, i.eT, c T, for some componenmt. It is easyto seethat this
requirementis sufficient, andit is a requirementsatisfied at least by all theories
describing components in DESIRE.

Given that this requirement is satisfied, we can of course apply Proposition 5.4 to
the compositional theorye(Tc))c e come:



Corollary 6.2

For the language compositidiy)c « couwp, 1€t @ cOMposition of properti€®.)c < comp

anda compositionaltemporaltheory (To)c « comp D€ given. Let + be a classical
provability relation for temporal multi-epistemic logic.

If (Po)ce come IS cOmpositionally provable with respect o from the compositional
temporal theorytc(Te)) ce come theN(Po)ce come IS globally provablewith respectto

+ from the compositional theo¥(Te)) ce come-

The notion oftemporalcompletiondefinedaboveexpresseslefault persistencedor all
information in the system. This impli¢batin all caseswhereno defaultpersistence
is intended,explicit temporalrules are required that prohibit the persistenceFor
example,to describeretraction of information that deductively dependson other
information that wasrevised(suchas occurs,for example,in the truth maintenance
processof primitive componentsn DESIRE), it is neededin additionto explicitly
express a temporal rule, e.g., (for the Example 4.5) of the form:

& A= (Y Cingoc view(A, circle)  A'Y Ciny oc view(B, circle) ) -
- Cout, o object_type(sphere) A = Cout, . — object_type(sphere)

where ¢ is again a formula expressimgntrol information that allows the rule to be
used(for example the componentshouldbe active). Another approachis to definea
more sensitive form of temporal completion already taking this into acdounhich
case these separate rules for retraction are not needed.

7 Conclusions

The compositionalverification methodformalizedin this papercan be appliedto a

broad class of multi-agent systems. Compositional verification for one process

abstraction level deep is based on the following very general assumptions:

e a multi-agent system consists of a number of agents and external world
components.

¢ agents and components have explicitly defined input and output interface languages;
all other information is hidden; information exchangebetweencomponentscan
only take place via the interfacasférmation hiding.

« aformal descriptionexists of the mannerin which agentsandworld components
are composed to form the whole multi-agent systamposition relation

¢ the semanticof the systemcan be describedby the evolution of statesof the
agents and components at the different levels of abstrastair-pased semantjcs

This non-iterative form of compositional verificatiaan be appliedto many existing

approaches, for example, to systems designed @ingurrentMETATEM [16], [17].

Compositional verification involving more abstraction levels assumes, in addition:

« some of the agents and components are composed of sub-components.

« a formal descriptionexists of the mannerin which agentsor componentsare
composed of sub-component®nposition relatiop

¢ information exchange between componentsis only possible between two
components at the same or adjacent lewelsrfnation hiding.

Currently not many approachedo multi-agent system design exist that exploit

iterative compositionality.One approachthat doesis the compositionaldevelopment

methodfor multi-agent systemsDESIRE. The compositional verification method

formalized in this paper fits well to DESIRE, but not exclusively.

Two main advantages of a compositional approach to modeiteiipe transparent
structureof the designandsupportfor reuseof componentsand genericmodels.The
compositional verification method extendsthese main advantageso (1) a well-
structuredverification process,and (2) the reusability of proofs for propertiesof
components that are reused.



The first advantageentails that both conceptually and computationally the
complexity of the verificatiomprocesscan be handledby compositionalityat different
levels of abstraction.Apart from the work reportedin [19], a generic model for
diagnosis has been verified [7] and a multi-agent systemagigmtsnegotiatingabout
load-balancingof electricity use [5]. The secondadvantageentails: if a modified
componentsatisfies the same propertiesas the previous one, the proof of the
properties at the higher levels of abstraction can be reused to show that the new system
has thesamepropertiesasthe original. This hashigh value for a library of reusable
generic models and components. Magification of genericmodelsforcesoneto find
the assumptionsunder which the generic model is applicable for the considered
domain,asis alsodiscussedn [13]. A library of reusablecomponentsand generic
modelsmay consistof both specificationsof the componentsand models, and their
design rationale. As part of the design rationale, at least the properties of the
components and their logical relations can be documented.

The usefulnesof a temporal multi-epistemiclogic, TMEL, a generalizationof
temporal epistemitogic wasinvestigatedo formalize verification proofs. As a test,
the propertiesand proofs that were found for verification of an examplemulti-agent
system for co-operative information gathering [19] were successfully formalitih
the logic TMEL. Our study shows that Temporal Multi-Epistemic Logic provides
enough expressivity for dynamics and reasoning about time, and formatipesplete
information statesin an adequatenanner.To obtain the right structurein accordance
with the compositional system design, the logic is equippedwith a number of
compositional structures: compositionssafb-languages;ompositionaltheories,and
compositionalprovability. It was establishedthat under the assumptionthat the
provability relation is reflexive and transitive, compositional provability implies
global provability. Therefore this logis adequatef the executabldemporaltheories
formalizing a specificationare temporally completed,a temporalvariant of Clark’s
completion for logic programs. In this case classical provabilitybeamsed,which is
much more transparenthan the more complicatednon-classicalprovability relations
that are possible.

In [17] a temporal belief logic, TBL, was introducts define semanticsand verify
properties for systems specified@oncurrentMETATEM [16]. A similarity with our
approachas introduced above is that in both casesmodal operatorsare used to
distinguish knowledge dfiifferent agents,anda discretelinear time temporallogic is
built on top of the multi-modal logic. A main differencedomparisonto [17] is that
our approach exploits compositionality. In Concurrent METATEM no iterated
compositional structurescan be defined, as is the casein DESIRE. Therefore
verification in TBL always takesplace at the global level, instead of the iterated
compositionalapproachto verification in TMEL. Another differenceis that in our
approach the states in the base logic are in principle three-valued, wiherstaesin
Concurrent NETATEM are two-valued:an atomin a statethat is not true is assumed
false in this state.

A future continuationof this work will considerthe developmentof tools for
compositional verification. To support the handwork of verificatiomatld be useful
to have tools to assist in the creation of the proof.
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