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Abstract

Dynamics play a major role in many phenomena, addressed in a variety of disciplines. This paper contributes to the
identification of common principles underlying approaches to dynamics used within a variety of cognitive aad noncognitive
disciplines, such as Cognitive Science, Physics, Mathematics, Chemistry, Computer Science, and Biology. More
specifically, as a central, unifying principle, the temporal factorisation principle is introduced, formalised and ill ustrated.
This principle expresses, that every temporal relationship of the form ‘ past pattern impli es future pattern’ can be factorised
into a relationship of the form ‘past pattern implies present state’ and a relationship of the form ‘present state implies
future pattern’. To enable this, for every ‘past pattern implies future pattern’ relationship, the principle postulates the
existence of certain mediating state properties in the present state. It provides a conceptual framework which unfies
various approaches to dynamics within a variety of disciplines. In particular, it isshown how the principle can ke applied in

the case of cogniti ve states of agents.

1 Introduction

The physicalist perspedive on cognition, which has
beme more and more predominant in Cognitive
Science and Phil osophy of Mind, views cognition as
one of the phenomena of nature. A natura
consequence of such a postion is that it is a
challenge to relate principles behind cognition to
principles in nature, or even to search for common
principles behind the physical world and cognition.
In particular, for cogniti ve agent models the isaue of
grounding or embedding them in the physical world
is challenging. Having common principles behind
nature and cogniti ve agent modelswould give anew
perspedive on this isse. This paper addresss the
search for such common principles, in particular
principles that describe dynamics. A unifying
principle @lled ‘temporal factorisation’ isidentified
and shown to play a crucia role in different
disciplines sich as Physics, Chemistry, Biology,
Mathematics, Computer Science, and Cognitive
Science Roughly spoken, the temporal factorisation
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principle daims that if a certain (past) pattern of
events leads to a certain (future) pattern of events,
then there ists a state property p such that the past
pattern leads to a (present) state where this property
p holds, and any state where the state property p
holds leads to the future pattern. This postulated
state property p is called a mediating state property
for the ‘past pattern implies future pattern’
relationship. It enables to split or factorise this
relationship into two aher, in general simpler,
temporal relationships: a ‘past pattern implies
present state’ relationship and a ‘present state
impli es future pattern’ relationship.

As an illustration of the use of the mnceptua
framework of temporal factorisation, a variety of
examples are analysed showing how it can be used
to describe dynamics of the world and of cognition.
Examples from Physicsinclude state properties such
as velocity, momentum (which are obtained by
temporal factorisation of past-future relationships
between patterns in the position (and masg of an
objed over time), and force (obtained by temporal



factorisation of past-future relationships between
patterns in momentum or velocity over time). In
approaches in Cognitive Science the notion of
mental state is often considered crucial. This notion
can be mnsidered to be postulated by the temporal
factorisation principle applied to the dependence of
future behaviour patterns of an agent on patterns of
past sensory inputs.

For the gnitive domain a number of
foundational themes and approaches are discussd
in the literature on Phil osophy of Mind. Asin this
paper a unifying approach is put forward for
cognitive and noncognitive domains, an interesting
guestion is in how far such themes and approaches
can be generalised beyond the gnitive area
Indeed, this turns out to be possble, at least for the
following notions from the gnitive area: mental
states, representation relations for a mental state,
physical realisation of mental states, mental state
properties as eond-order world properties. For the
first two o these it is dwown in this paper how
cetain approaches described in the literature on
Phil osophy of Mind can be generalised beyond the
cognitive domain and incorporated in a conceptua
framework based on temporal factorisation. More
spedficaly, the scope of the notions described
abowe is widened, thus covering mediating state
properties instead of mental state properties. As a
result it is sown, for example, how a more genera
notion of representational content for mediating
state properties can be spedfied based on a
generalisation of Kim (1996 pp. 200202's
relational spedfication approach for
representational content of mental state properties.

In Sedion 2, the temporal factorisation principle
is introduced and explained in some detail. It is
shown how its formulation does not commit to any
determinism assuumption, and how it relatesto views
on the dynamics of the world by Descartes and
Laplace Examples of temporal factorisation from
the agnitive domain and from the physical domain
are Sedion 3 dscusss repeated application of the
principle. In Sedion 4, it is diown how the
relational spedfication approach to representational
content of mental state properties, as introduced by
Kim (1996 pp. 200-202), can be used to formulate
the temporal factorisation principle in more detail
and to define a form of representational content for
mediating state properties resulting from temporal
factorisation. Moreover, it is iown in Sedion 5
how, using an appropriate formal language for
temporal relational spedfication, the temporal
factorisation principle @n be formalised. This
formalisation not only involves temporal
relationships of different types, but also quantifiers
over traces (or trajedories) and over (the istence
of) state properties.

It is discused in Sedion 6 how, within
Cognitive Science, mental state propertiescan be
viewed as mediating state properties, resulting from
temporal factorisation. More spedfically,first thisis
shown for approaches based on the functionalist or
symbdlic tradition, for mental state properties such
as belief, desire and trust. Moreover, it is aso
shown how the temporal-interactivist approach to
cognition (cf. Bickhard, 1993 Jonker and Treur,
2003, relates to the temporal factorisation
principle. In addtion, it is sown how the
Dynamical Systems Theory (DST), (e.g., Port and
Gelder, 1995 Kedso, 1999 relates to the principle
of temporal factorisation as a basic asumption. In
Sedion 7 it is siown how, in the area of calculus
within Mathematics, the @ncept of derivative and
cetain theorems (concerning smoahness of a
function around a point and the eistence of a
derivative at this point), are postulated by the
principle. The paper finishes with a discusson:
Sedion 8.

2 Temporal Factorisation

In this sdion, first some historical contributions
are discused (Sedion 2.1), and next the temporal
factorisation principle is formulated (Sedion 2.2)
and illustrated by a few examples (Sedion 2.3).
More exampleswill follow in subsequent sedions.

2.1 Relating Past, Present and Future

Descartes(1633 introduced a perspedive on the
world that sometimes is caled the clockwork
universe. This perspedive daims that with
sufficiently predse understanding of the world's
dynamics at some starting time, the future @an be
predicted by applying a sat of laws. He first
describes how at some starting time matter came
into existence in a diversity of form, size, and
motion. From that time on, dynamics continues
acoording to ‘laws of nature' .

‘From the firgt instant tha they are created, He makes some beyin
to move in ore diredion and ahers in ancther, some faster and
others dower (or indedd, if you wish, nat at all); thereefter, He
makes them continue their motion according to the ordinary laws
of nature. For God has © wondoudy establi shed these laws that,
even if we suppcee that He aeates nothing more than what | have
said, and even if He does nat impase any order or propation onit
but makes of it the most confused and most disordered chaos that
the poets could describe, the laws are sufficient to make the parts
of that chaos untangle themselves and arrange themselves in such
right order that they will have the form of amost perfea world, in
which ore will be able to seenat only light, but also all the other
things, both gereral andparticular, that appear in this trueworld.’
(Descartes, The World, 1634 Ch 6: Description d a New
World, and on the Qualities of the Matter of Which it is
Composed )

Descartes emphasizes that after such a starting time
nothing (even no God) except the laws of nature
determines the world’s dynamics:



‘Know, then, firgt that by "nature’ | do nd here mean some deity
or other sort of imaginary power. Rather, | use that word to
signify matter itsdlf, insofar as | consider it taken together with all
the qualiti es that | have attributed to it, and under the @ndtion
that God cortinues to preserve it in the same way that He ceated
it. For from that alore (i.e,, that He @ntinues thusto preserve it)
it follows of necessty that there may be many changesin its parts
that canna, it seems to me, be properly attributed to the action o
God (because that action daes not change) and hence are to be
attributed to reture. The rules acoording to which these danges
take place | call the "laws of nature (Descartes, The World,
1634 Ch 7: On the Laws of Nature of thisNew World)

This view on the world's dynamics is often
compared to a clockwork. The view asaumes that
systematic relationships (laws of nature) are
posshble between world states over time, in the sense
that (properties of) past world states imply
(properties of) future world states:

past states - future states

The dockwork universe view has been developed
further by Newton, Lebniz, Laplace and others.
The following guotation taken from Laplace (1825
sketches how an intelled could be able to determine
future world states from a present world state, that
by itsdlf isthe dfed of past world states:

‘We may regard the present state of the universe asthe effed of its
past and the @use of its future. An inteled which at any gven
moment knew all of the forces that animate nature and the mutual
positions of the beings that compose it, if this intelled were vast
enough to submit the data to analysis, could condense into a
sing e formula the movement of the greatest bod es of the universe
and that of the lightest atom; for such an intell ea nothing could be
uncertain and the future just li ke the past would bepresent before
itseyes” (Laplace 1825

2.2 The Temporal Factorisation Principle

The view expressed by Laplace (1825 asaumes that
the dynamics of the world can be described in the
form of (a) relationships between past world states
and the present world state, and (b) relationships
between the present world state and future world
states:

past states - present state — future states

To analyse in more detail the temporal relationships
pointed at by Descartes and Laplace the temporal
factorisation grinciple can be used. This principle,
as introduced in this paper, is formulated in terms
of temporal relationships between past patterns,
present states, and future patterns. Here a past
pattern a refers to a property of a series of states or
events in the past, and a future pattern b refers to a
property of a series of states or eventsin the future.

2 An example of a past pattern, referring to dfferent points in
time, is: at some state in the past ¢ occurred and since then to the
present it persisted. An example of a future pattern, referring to
different time points in the future is: if in some future state ¢
occurs, then in some later state d will occur. A spedal, simple

To put it in a nuttshell, the temporal factorisation
principle states that any systematic tempora ‘past
pattern implies future pattern’ relationship

a-»b

between a past pattern a and a future pattern b can
be factorised in the form of two tempora
relationships

a-padp-b

for some state property p of the present world
state.®* More spedfically, the principle daims that
for any ‘past pattern implies future pattern’
relationship a — b there exsts a world state
property p (expresed in the ontology for state
properties) such that temporal relationships ‘past
pattern implies present state property’ a - p and
‘present state property implies future pattern’ p — b
hold.>® In short:

a-b O Opa-p & p-b

The postulated state property p iscalled a mediating
state property for the given ‘past pattern implies
future pattern’ reationship. In other words, the
principle daims that the description of the present
world state @ntains aufficient information so that
we @n forget about the temporal pattern a in the
past if we want to understand why the temporal
pattern b ocaursin the future; therefore it esentially
is a clam that the state ontology is (or can be
chosen) sufficiently rich to expressall the relevant
information on the past in some @ndensed form in
one state description, and the same with resped to
the future.

The principle @n be viewed as a way to make
temporal complexity of dynamics more manageable
by relating it to state @mplexity, where an
underlying assumption is that the state complexity

case of a past (or future) pattern is the occurrence of a state
property in some single past (or future) state.

Here p may be acombination, for example a @njunction a
propgsition, of atomic state properties
4 The word factorisation can be explained as follows. Consider the
temporal past implies future relationship to be an operator f, which
assgnsfuture patternsto past patterns

f : past patterns — future patterns
Then thetemporal factorisation principle clamstha operatorsg and
h exist such that h asdgns present states to past patterns and g
assgnsfuture patternsto present states:

g: presnt states — future patterns

h: past patterns — present sates
such that the operator f is factorised by g and h in the following
algebraic manner: f = gh, where gh denates the ompasition d two
operatorsg andh (i.e, first apply h, then g).
° So, natice that the notation — is used here to indicate logicd
implication (between temporal properties).
e Sometimes such relationships are simply cdled ‘past to
present’, present to future', or ‘past to future’ relationships



needed can be kept limited. The mediating state
property in the present state may be viewed in a
way, to represent the past pattern and the future
pattern in the present state. Indee, in Sedion 4 it
will be shown how the relational spedfication
approach to representational content of mental state
properties, as proposed by Kim (1996, can be
extended beyond the wgnitive area to the more
general situation here.

Note that the temporal factorisation principle
itself does not claim that any ‘past pattern implies
future pattern’, ‘past pattern implies present state’
or ‘present state implies future pattern’
relationships can be found. Due to the cnditional,
it only claims that if a ‘past pattern implies future
pattern’ relationship is available, then also ‘past
pattern implies present state’ and ‘present state
implies future pattern’ relationships can be found.
To make this more predse, if Descartes view is
interpreted in the sense that

dynamics can be described by ‘past pattern
impli es future pattern’ relationships (D)

and Laplacée sview isinterpreted in the sense that

dynamics can be described by ‘past pattern
implies present state' and ‘present state implies
future pattern’ relationships (L)

then the tempora factorisation principle (TFP)
logically conneds the two: Descartes view
interpreted as D and the tempora factorisation
principle TFP together imply Laplac€s view
interpreted asL, i.e,,

D& TFPO L

So, the temporal factorisation principle @n be used
to explain the shift in history, from Descartes's view
to Laplaces view. While Descartes’ and Laplace's
views each can be mnsidered to asume a
deterministic world, the temporal factorisation
principleis not based on such an assumption, due to
the mnditional. Temporal factorisation addresses
those @ses and those aspeds of the world where
‘past pattern implies future pattern’ relationships
can be found, but not in any way claims that such
relationships can always be found for al aspeds of
the world. Thus, the principle supports all forms of
partial determinism, or, in other words, any
perspedive between a fully deterministic world and
a fully non-deterministic world. For a more

extensive discusson about (non)determinism and
how it can be mnsidered from different perspedives
(eg., an externa God's eye perspedive or an
internal agent perspedive), see for example,
Earman (1986, Dennett (2003 pp. 25-96).

2.3 Same Examples of Temporal Factorisation

The following example illustrates the use of
temporal factorisation as a conceptual framework to
analyse the dynamics of various phenomena.
Suppose in redlity or in avirtual game @ntext there
is alocked door that only can be opened if the right
key is available. Someone approaching the door can
do so after many different histories, some of which
(say those satisfying pattern a) lead to a future after
entering the door (say with pattern b) and others
(those not satisfying a) to a future after not entering
(not satisfying pattern b).

The difference between these two types of past
histories as can be seen in an intermediate (present)
state is that some of them lead to approaching the
door while arrying the key, whereas other histories
do not lead to a state carrying the key at the door.
Only these histories for which atime eists that the
door is encountered whil e the key is present, lead to
futures stisfying pettern b, or, in other words,
futures that can occur after entering the door. Those
histories for which no time point exists where the
key is present at the door, will not provide the
posshility to have a future with pattern b after
entering the dooar. An explanation based on the
temporal factorisation principle

a-b 0O Op a-p & p-b

here involves the occurrence at some point in time
of the mediating world state property p describing
that the key is combined with the locked doar (thus
resulting in an unlocked doar). Mediating state
property p provides a form of interpolation between
past and future patterns, on the one hand refleding
the past pattern where the key was taken and on the
other hand the pattern b of possble futures that can
ocaur after entering the dooar. This example
illustrates that for the histories which lead to a
future with pattern b, from the past perspedive
there is a convergence to a state where p holds,
whereas for the future perspedive there is a
divergencefrom that state (seeFigure 1).
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Figure 1. Mediating state property [0 for the relationships between patternsa — b

Using this example as a metaphor, the state where p
holds metimes is called a key state for the pattern
a - b, and the mediating state property piscalled a
key state property. This key state plays the role of a
gate, through which a certain type of future @an be
reached from the past. If, coming from the past, this
gate ismissed, that type of future is not reachable.

Another example illustrating the tempora
factorisation principle is a mental state property
such asadesire. Several circumstances or sourcesin
the past can lead to the generation of a spedfic
desire. However, as the asaumption on the notion
‘desire’ is, once the desire is there, independent of
how this desire was generated, the future behaviour
isdireded by it.

The idea of a desire state property is that it
provides a way of reducing representationa
complexity by abstracting from a variety of possble
histories, and thus enables to base dynamics of
future behaviour on simple properties in the present
state, instead of on one of al those posshle
histories. It is just more dficient to explain
behaviour of an agent by referring to a desire state,
then to enter all details of how this desire possbly
was reached. For this gedfic case the picture in
Figure 1 can be interpreted as foll ows: the pattern a
describes a set of (posshble) histories g of an agent,
p the mental state of the agent and the pattern b a
set of posshle futures by in the behaviour of the

agent.’

! Temporal fadorisation can be viewed as a way to reduce
complexity in the following sense. For example, suppcse a
number of m spedfic instances of histories a, ..., g,al leal to
(under different future drcumstances) a number n of different
instances of futuresb,, ..., b,. This givesrise to m*n relationships
a - b (l<sism, 1<j<n). A first step to reduce complexity is
by pcstulating a ommon mediating state property p, thus
fadorising the m*n relationshipsto m+n relationshipsa - p (1<
ism),p - b (1<j<n). Anadditional step to reduce complexity
is to describe the histories a,, ..., a, and futures b,, ..., b, by
patterns a and b instead of by enumeration. Then two
relationshipsa — p and p - b are obtained. This siows how
temporal fadorisation can be viewed as away of moduarisation

As an example from Physics, tempora
factorisation can be illustrated by the notion
‘momentum’ of a moving objed in classca
mecdhanics as a key dstate property. Different
histories of the ohed can lead to the same
momentum in the present state. The future of the
objed only (besides the oljed’s current position)
depends on this momentum in the present state, not
on the spedfic history. This was the aiterion by
which the @ncept momentum was introduced in
Physics in history (see Treur, 2005 for a more
detailed historical case study). Therefore the state
property momentum can be understood as a
mediating state property for past and future patterns
in (change of) position of an ohjed; the tempora
factorisation principle postulates the eistence of
this gate property (also see the analysis of the
notion velocity in Sedion 7.2).

The state property momentum abstracts from the
various histories that could have happened and
would have resulted in the same future pattern. In
the other time diredion, a momentum indicates
from what pattern it originated, no matter what
future will arise, so it abstracts from futures.
Similarly the oncept ‘forcé from classca
mechanics within Physics can be mnsidered a
postulated mediating state property obtained by
temporal factorisation for past to future patterns in
momentum: it mediates between a (past) state with
some given momentum to a (future) state with a
changed momentum.

of a more cmplex set of tempora relationships in two
independent parts, with p as the cnreding element, which
provides enhanced representational and combinatorial efficiency.
An illustration can be made for the notion d desire asa key state.
It is more dficient to explain behaviour of an agent by referring
to a desire state, then to enter al details of how this desire
posshly was readed.



3 Repeated Temporal Factorisation

When temporal factorisation is applied to a ‘past to
future’ relationship between patterns based on a
given state ontology, new mediating state properties
may be aeated, thus extending the state ontology.
Once mediating state properties have been included
in the state ontology, usualy they also show
dynamics by themselves. The new state properties
can be used to describe new patterns; in particular, a
temporal past to future relationship can exist based
on the dynamics of a cetain mediating state
property. Also an such past to future relationships
the temporal factorisation principle @an be applied.
This leads to the introduction of higher-order
mediating state properties.

An example of a second-order mediating state
property is for the notion of force in Physics.
Independent of the way in which a given force on
an objed was ohtained in the past, the force entails
changed properties (i.e., changed momentum) in the
future states of the objed. The only relevant asped
for change of momentum is the forcein the present;
if this force is known (in addition to the present
momentum), al other aspeds of the world state and
its history are irrelevant. The force abstracts a
certain pattern from the possble histories. This is
another way of expressng that a spedfic force @n
be onsidered to ke a mediating state property
(anticipating change of momentum) between a
history pattern and a future pattern. As momentum
itself is already a mediating state property (see
Sedion 2.3), anticipating change of position, this
makes force a semnd-order mediating state
property.

The temporal factorisation principle @n also be
applied repeatedly, acocording to the following
general refinement pattern:

a-b [0 Op a-p & p-b 0O
Opnp a- p&p-p&p-b U

For example, in the @se of a desire as a state
property p; used as temporal factorisation between
past history patterns and future behaviour patterns,
the process from desire to future behaviour can be
further factorised by introducing an intention state
property p, as an intermediate step.® Iterated
temporal factorisation can be pursued or refined
until the mediating state properties are dose to each

8 Noticethat in the single step fadorisation extra condtions (e.g.,
candd, for triggering stimuli) for future behaviour that play a
role canbe incorporated as condtionals in the pattern b (e.g., b is
of the form: if ¢ [Jd then b'). In the cas of the iterated
fadorisation, such condtions may be incorparated, for example,
inthefollowingmanner:p; - (ifcthenp,), and p, - (ifd
then b").

other in the sense that they are related by smple
relationships that can be nsdered basic
medhanisms or causal steps in the process Often
simulation models that calculute ‘runs’ step by step
can be based on such arefined factorisation.

4 Temporal Factorisation and Relational

Specification

A mediating state property p for a ‘past pattern a
implies future pattern b’ relationship, as postulated
by the temporal factorisation principle @n be
considered to carry information bath about the past
pattern a and about the future pattern b; it in a way
represents bath the past pattern and the future
pattern in the present state, as was also remarked in
Sedion 2.2. Note that as the temporal factorisation
principle is a quite general principle about the
world, this form of representation, in principle is
not related to any agent or cognitive system.

In the agnitive area, much literature @n be
found on the notion of representational content of a
mental state property of a cetain agent; see for
example, Kim (1996, Bickhard (1993, Jonker and
Treur (2003. One of the approaches described
within the Philosophy of Mind literature, is the
relational spedfication approach to representational
content for internal (mental) agent states; cf. Kim
(1996 pp. 200202). This approach turns out to
provide a suitable approach, for the more genera
case, beyond the agnitive area, for mediating state
properties. The temporal factorisation principle is
formulated in terms of temporal relationships:

» temporal reationships between past and future
patterns

 temporal relationships between past patterns and
present states

» temporal reationships between present states
and future patterns

Based on Kim (1996’'s relational spedfication
approach to representational content, this sdion
addreses in more detail the way in which such
temporal relationships can be spedfied. The
relational spedfication approach is briefly discussed
in Sedion 4.1. In Sedion 4.2 it is $own how
temporal relational spedfications can be used to
formulate tempora relationships for the mediating
state properties postulated by the temporal
factorisation principle, thus defining anotion of
representational  content for mediating state
properties, generalising this notion beyond the
cognitive domain.

4.1 Relational Specification o Sate Properties

In Philosophy of Mind, in the ontext of
representational or mental content of (mental) state



properties, Kim (1996 pp. 200-202), puts forward
the @ncept of relational spedfication of a state

property:

‘The third possbility isto consider beliefsto be whally intemal
to the subjeds who have them but consider their contents as
giving relationd spedfications of the beliefs. On this view,
beliefs may be neural states or other types of physicd states of
organisms and systems to which they are atributed. Contents,
then, are viewed as ways of spedfying these inner states; wide
contents, then, are spedficaions in terms of, or under the
congtraints of, fadors and condtions external to the subjed,
both physicd and social, both current and historicd.” (Kim,
1996 pp. 200-201); italicsin theoriginal.

In particular, concentrating on the temporal
dimension, a tempora relational spedfication can
be viewed as the gspedfication of tempora
relationships of a (mental) state to ather patternsin
past and future. Kim emphasizes that relationa
spedficationsin general may be qucial to be able to
formulate laws and explanations.

‘Consider physicd magnitudes gich as massand length, which
are standardly considered to be paradigm examples of intrinsic
properties of material objeds. But how do we spedfy,
represent, or measure the mass or length of an oljed? The
answer: relationally. To say that this rod hes a mass of 5
kilograms is to say that it beas a cetain relationship to the
International Prototype Kilogram (it would balance, on an
equa-arm balance, five objeds eah of which balances the
Standard Kilogram). Likewise, to say that the rod hes a length
of 2 metersis to say that it is twice the length of the Standard
Meter (or twice the distance travelled bylightin a vacumin a
cetain spedfied fradion o a sewmnd). These properties are
intrinsic, but their specifications or representations are extrinsic
and relational, invalving relationships to other things and
properties in the world. It may well be that the availability of
such extrinsic representations are esential to the utility of these
properties in the formulation o scientific laws and
explanations.’

(Kim, 1996 p. 201); italicsin theoriginal.

In Kim's proposal a mental state property of a
subjed itsdlf is distinguished from its relationships
to daher items. This contrasts to some other
approaches where the mental state property is
considered to be ontologically congtituted as one
entity comprising bath the subjed and the related
items, or where the mental state property is
considered to ke the relation between the subjed
and the other items (cf. Kim, 1996 pp. 200-202).
Kim explains how a mental state property itself can
be mnsidered an intrinsic internal state property,
whereas its relational spedfication expresses how it
relatesto ather itemsin the world as foll ows.

‘The gproach we have just sketched has much to recommend
itself over the other two. It locates beliefs and aher intentional

states squarely within the subjects; they are intemal states of the
persons holding them, not something that somehow extrudes
from them. This is a more elegant metaphysicd picture than its
aternatives. What is “wide” abou these states is their
spedfications or descriptions, not the states themselves.” (Kim,

1996 pp. 201-202).

4.2 Temporal Relational Sgecification for
Temporal Factorisation

The oncept of relational spedfication as just
described, introduced by Kim (1996 in the mntext
of mental states, offers a way to describe in a more
general context the representational content of a
mediating state property, postulated by the temporal
factorisation principle. Addressng the future
diredion first, if p is a mediating state property
related to some future pattern b (and some past
pattern a), then the actual occurrence of p at some
time point t leads to the actual occurrence of b in
the future after t. Indeed, a relational spedfication
may be identified expressng what the dfed of this
mediating state property p on the subsequent future
is (i.e., that pattern b will occur). For example, if p
is the mediating state property anticipating that the
subjed (at time t being at some position different
from a postion P), can be at postion P in a
subsequent state at time t', then (assuming no
intervention from elsewhere), this relational
spedfication of p can be expressed as:
if at time point t state property p holds,
then at some time point t'>t the state property
‘being at positionP’ holds

Based on this, state property p can be mnsidered to
represent the fact that ‘at some future time point
being at position P holds. This notion of relational
spedfication need not be limited to one future state.
It can be extended to incorporate a future pattern b
incorporating a series of states (and posshly aso
conditionals) at different pointsin time.

A similar analysis can be made for the past
relationships. Given past pattern a that is assumed
to lead to a mediating state property p, a relational
spedfication can be identified to express this
temporal relationship. Thus, state property p can be
considered to represent in the present state the fact
that the past pattern a occurred. Combining the past
and future perspedive, the fact that p is a mediating
state property between future pattern b and past
pattern a, can be relationally spedfied in atemporal
manner by a scheme of the foll owing type:

if before t, past pattern a occurs,
then att, state property p hdds

if att, state property p hdds,
then after t, future pattern b will occur

These two temporal relationships are a ‘ past pattern
implies present state property’ and a ‘present state
property implies future pattern’ relationship,
respedively.” Together they can be @nsidered to

° Noticethat the @ncept of relaional spedfication as put forward
by Kim is applicable, as soonas astate property p is given, but by
itself provides no physical existenceor redism of such a gate
property. Thistopic of redisationwill beaddessed a next paper.



provide a relational spedfication of the
representational  content of the mediating state
property p, which takes into account bath the past
and the future.

5 Formalisation of Temporal Factorisation

In this «dion, it is $own how the temporal
factorisation principle @n be expressed in a formal
language. First this language is briefly introduced
(Sedion 5.1). Next it is rown how past and future
patterns can be expressed in this language (Sedion
5.2). In Sedion 5.3 it is diown how tempora
relationships between past patterns, future patterns
and present states are expressed. Finally, in Sedion
54 it is $own how the tempora factorisation
principle as a whole @n be e&presed in the

language.

5.1 SpedficationandFormalisation

To spedfy and formali se temporal relationshipsthat
play a role in tempora factorisation, an expressve
formal language is nealed that alows to refer to
patterns over time. Furthermore, it should be
posshble to expressthe istential quantifier for state
properties, which ocaurs in the tempora
factorisation principle.  The Temporal Trace
Language (TTL) is such a language (Jonker and
Treur, 2002. TTL will be briefly introduced here; it
has s/me simil ariti es to situation calculus and event
calculus, and is apported by a software
environment for spedfication and verification.

The language TTL is based on traces (or
trajedories), time points, and state properties as
primitive notions. A state @n be parameterised by a
tracein which it ocaurs and atime point at which it
ocaurs. The language is built up as follows. A state
ontology isa spedfication (in sorted predicate logic)
of a vocabulary (i.e., a signature). A sate for
ontology ont is an assgnment of truth-values {true,
false} to the set atont) of ground atoms expressed in
terms of ont. The set of all possble states for state
ontology ont is denoted by statesont). The set of
state properties statpropront) for state ontology ont
isthe set of all propositions over ground atoms from
At(Ont).lo

A fixed time frame 1 is asaimed, which is
linearly ordered. Depending on the application, the
time frame T may be dense (e.g., the real numbers),
or discrete (e.g., the natural numbers), or any other
form, aslong as it has a linear ordering. A trace or
trajedory y over a state ontology ont and time
frame T is a mapping y: T - sTaTEs(ony (i.e, a
time-indexed set of statesy, (t O1) in sTATES(On).

*When no mnfusion is expeded, the argument ont will be left
out: STATPROP.

The set of al traces over state ontology ont is
denoted by TracES(OnY).

The set of dynamic properties bynPRoP(ONt) OVer
state ontology ont is the set of temporal statements
that can be formulated with resped to traces based
on the state ontology ont in the following manner.
Given atracey over state ontology ont, a state of the
world at time point + is gntacticaly denoted by
state(y, ). These states can be related to state
properties via the formally defined (in TTL syntax)
satisfaction relation |5, i.e.. state(y, ) E p , Which
denotes that state property p holds in tracey at time
t (this has a similarity with the Holds-predicate in
situation calculus).

Based on these statements, dynamic properties
can be formulated in a formal manner in a sorted
predicate logic with sorts Tive for time points,
TrRACES for traces and statprop for state formulae,
using quantifiers, among others, over time, traces
and date formulae, and the wusual logica
connedives sich as -, &, 00, O, O, O Within TTL
(real and integer) numbers can be used for time, but
also within state properties.

5.2 Formalisation of Pag and Future Patterns

To formalise the tempora factorisation principle,
formalisations are needed for the temporal
relationships between past patterns, present states
and future patterns with resped to a given time
point t. As afirst step it is srown how past patterns
and future patterns can be spedfied. The basic idea
is that a pattern refers to a spedfic set of traces, for
example a past pattern refers to a spedfic set of past
traces (up to some time point t); seealso Figure 1.
The way in which this reference takes place is by
expressng a pattern in the form of a (temporal)
property that the traces in the set have in common,
or, in other words, that characterises this st of
traces. To express this property characterising a
pattern, the language TTL is used.

Specification of a Past Pattern

A past statement for y and t is a temporal statement
oy, y wherey and ¢ are freevariables, such that each
time variable different from t isrestricted to the time
interval before t. In other words, for every time
quantifier for a variable s a restriction of the form s
<t, Or s <t isrequired within the statement. A past
pattern is any past statement. A trace y satisfies a
past pattern o(y, v for tif o(y, v istrue. The set of past
statements over state ontology ont with respect to
time point tisdenoted by pror(ont, v, 1).

Specification of a Future Pattern

Similarly as the past statements, Fror(nt, vy, 1)
denotes the st of future statements over state
ontology ont with respect to trace y and time point . y



and t are free variables and every time quantifier for
a variable s is restricted by s >t or s >t. A future
pattern is any future statement.

5.3 Formalisation d the Temporal Relationshps

Given the specification of past and future patterns
defined above, the tempora relationships can be
defined asfollows.

Specification of a Past to Future Relationship
A ‘past pattern implies future pattern’ relationship
for state ontology ont at any given time point t is
specified as an implication

Oy [¢(y.t) O w9l
wherey ranges over the sort TRACES, ¢(y, t) 0 PFOR(On,
Y. ), Y(y, )0 FFOR(On, v, t).

Specification of a Past to Present Relationship
A ‘past pattern implies present state’ relationship
for a state ontology ont and time point « is specified
asalogical implication

Oy [o(v,t) O state(y,t) | p]
for agiven gtate property p O sTATPROP(Ont) @nd ¢(y, t)
O PFOR(N, Y, t), Whereas y ranges over the sort
TRACES.

Specification of a Present to Future Relationship
A ‘present state implies future pattern’ relationship
for a state ontology ont and time point « is specified
asalogical implication

Oy [state(y, ) F p O W(v,9)]
for a given state property p 0O sTATPROP(Ont) @and u(y,
t) O FFOR(ON, y, 1), whereas y ranges over the sort
TRACES.

5.4 Formalisation of Temporal Factorisation

Using the notions defined above, the tempora
factorisation principle over state ontology ont
expresses that for any past and future formulae ¢(y, 1)
0 PFOR(ON, y, 1), W(y, t) O FFOR(ONt, y, ty With respect tot,
for which for any traceyand time point t

o(v.) O Wy,
holds, there exists a state property p 0 STATPROP(Ont)
such that for all tracesyand time pointst both

(v O stae(y,)F p

state(y, ) F p O (v, 1)
hold, or in concise format™:

Ov.t [o(v,) O w(y,n] O

Op [Ov.t [¢(v,) O state(y, ) p] &
Oy, t [state(y, ) F p O W(v.0] 1]

1 Notice that for this formalisation the followi ng three features of
TTL arecrucial: (1) it isbased on an expressive first-order language
for temporal relationships, (2) traces are first class citizens in the
language, which means that variables and quantification over traces
are possible, and (3) state properties are first class citizens, which
means that variables and quantification over state properties are
possible. For example, standard (modal) temporal logics do not have
these features.

wherey ranges over the sort TRACES, t over sort TIME
and p over sort STATPROP.

6 Temporal Factorisation and Mental States

One of the challenges in the cognitive domain isto
describe how a (human or animal) agent's
behaviour depends on its past experiences (e.g.,
sensing of stimuli). As relationships between future
patterns of an agent’s behaviour and past patterns of
its experiences may be quite complex, the notion of
mental state has been postulated as a mediating
state between past stimuli and future behaviour. The
mental state of an agent depends on its past, and the
agent’s future behaviour depends on its mental
state. In this sense the tempora factorisation
principle applies.

The postulated mental state properties play an
important role in the explanation and prediction of
behaviour. In Section 2.3, the mental state property
‘desire’ and its relation to temporal factorisation
was briefly discussed. Two other simple examples
concerning an agent’s beief and an agent’s trust
state illustrate the case in some more detail in
Section 6.1 below. In Section 6.1, it is also shown
how temporal factorisation can be related to the
notion of functional role as described in Philosophy
of Mind and Cognitive Science (e.g., Kim, 1996,
pp. 87). In Section 6.2, it is shown how temporal
factorisation can be related to the temporal-
interactivist approach to mental states (cf. Bickhard,
1993, 2000, and Jonker and Treur, 2003). In
Section 6.3 it is discussed how tempora
factorisation relates to the Dynamical Systems
Theory approach to cognition.

6.1 Temporal Factorisation andFundional Roles

To illustrate how temporal factorisation relates to
the notion of mental state property, an example of a
belief state is adressed. Consider an agent’s reaction
on its observation of the presence of food at a
position P:
if atanytimet <tthe agetobsewed food a postion P
then if at somet" > t the agent observesthe
oppatunity to goto position P,
then at some tmepointt' =t" the agent will goto
pasition P

Here, it is assumed that sometimes position P is not
visble. For example, when after observation of the
food but before observation of the opportunity, a cup
is placed upside down at P (i.e, the food is present
but not visible anymore). Then, at the moment that
the opportunity to go to P is observed, the food at P
is not observed. The above specification describes a
direct temporal relationship between past
(observation) events and future behaviours, without
taking into account internal, mental states. The



mental state property ‘belief that food is present at
position P’ can be seen as a temporal factorisation
of this temporal past to future reationship. Its
temporal relational specification can be obtained in
asimplified form in the following manner:

if atanytimet' < tthe agent observed foodat postion P

then at t the agent hasthe bdlief that
foodis present at position P

if atttheagent hasthe kelief that
foodis present at position P
then if atsomet" > ttheagent observes
the oppartunity to goto position P,
then at some tmepointt' =t" the agent will
goto pasitionP
This form corresponds to what is called the
functiona role of the mental state property ‘belief
that food is present at position P’ (e.g., Kim, 1996,
pp. 87).2 Notice that this belief state property is
rather ssmple. For example, if it is first observed
that food is present at t, and later it is observed that
no food is present at P, still the belief that food is
present at P will persist. In Section 6.2, where the
interactivist approach is addressed, the notion will
be extended to avoid this. Formalisation of the
exampleis as follows. For this case, the past pattern
is described by o(y, 1), which isthe past statement

Ol<t state(y, t1) |= observation_result(food_present_at(P))

which gtates that there exists a past time point in
which the agent observed food at P.

Moreover, the future pattern is described by y(y, 1),
which isthe statement

Ot2>t [ state(y, t2) |= observation_result(opportunity_to_go_to(P))

0 [@3=t2 state(y, t3) |= to_be_performed(go_to(P)) 1]
expressing that as soon as an opportunity is
observed, the agent goesto P.

Temporal factorisation of

Oy, t[o(v, ) O wiy, v)]

for this case is obtained by the following temporal
relational specificationsfor the belief state:

Oy, t [ &(y,t) O state(y, ) |= belief(food_present_at(P)) ]
&

Oy, t[ state(y, t) |= belief(food_present_at(P)) 0 W(Y, t) ]
This states that if there is a past observation of food
at P, then a belief state concerning this fact is there,
and if such a belief state isthere, then the agent will
go to P as soon as the opportunity is observed.

 Note that by repeated temporal factorisation, as
discussed in Section 3, the example can be
extended easily to involve multiple mental state
properties.

6.2 Temporal Factorisation in the Temporal -
Interactivist Approach

In this section it is shown how the interactivist
approach to mental states can be described on the
basis of the conceptual framework of tempora
factorisation. First the genera idea is discussed.
Next to illustrate this idea, two examples are
addressed, one for a belief state and one for a trust
state.

6.2.1 Interactivist Temporal Factorisation

In some recent literature in the area of Cognitive
Science and Philosophy of Mind, cognitive
functioning is studied from an interactivist
perspective (e.g., (Bickhard, 1993, 2000; Jonker and
Treur, 2003). Bickhard (1993) emphasises the
relation between the (mental) state of a system (or
agent) and its past and future in the interaction with
its environment:

‘When interaction is completed, the system will end in some one
of its internal states - some of its possible final states. (..) The
final state that the system ends up in, then, serves to implicitly
categorise together that class of environments that would yield
that final ate if interacted with. (...) The overall system, with its
possble final states, therefore, functions as a differentiator of
environments, with the final gates implicitly defining the
differentiation categories. (..) Representational content is
congtituted as indications of potential further interactions’
(Bickhard, 1993)

This suggests that mental states are related to
interaction histories on the one hand, and to future
interactions, on the other hand. Bickhard (1993,
2000), does not address the question how to
formalise the interactivist approach, but in (Jonker
and Treur, 2003) a formalisation is proposed which
takes into account the temporal aspects of this
interactivist perspective.

The general idea is as follows. Suppose for an
agent a mental state property p is given, which
relates to a pattern of past interaction traces (from a
given time point t), on the one hand and to a pattern
of future interaction traces on the other hand. Let
oy, ) be a specification of this pattern of past
interaction traces and y(y, t) a specification of the
pattern of future interaction traces. The temporal-
interactivist approach considers the mental state
property p holding in the present can mediate in
this process asfollows:

o(y,t) O state(y,)|=p &

state(y, ) = p O W(v.t)
For this case the temporal past to future relationship
is specified in the form ¢(y, ) O w(y, t). The above

specifications form a temporal factorisation of this
past to future relationship.



6.2.2 Interactivist Temporal Factorisation Based
on a Belief Stae

An illustration of the temporal-interactivist
approach by an extension of the belief example
aboveis asfollows. Consider, asin Section 6.1, pto
be the mental state property describing the belief
that food is present at position P. Now it is assumed
that this state property will not hold anymore when
it is observed that no food is present at P. Then,
taking

VAR
at sometimet' <t the aget obsewved food a postion P
and fromt' totit did na observethat no foodwas present at
position P

Wiy v):
if at somet" >tthe ageat observesthe oppatunity to goto
pasition P,
then at sometimet' 2"t the aget will go to postion P

the temporal factorisation of ¢(y,t) O w(y, t) can be
described asfollows:

The past to present relationship

oy, t) O state(y, t) |= p

if  atsome tinet' st the agat obsewved food d postionP
and fromt' totit did nat observethat

no foodwas present at position P
then at t the agent hasthe belief that foodis present

at position P

The present to future relationship

state(y, t) |= p O W(y. 1)

if atttheagent hasthe belief that ood is present
at position P

then if at somet" >tthe ageat observesthe oppatunity
to go o postionP,
then at sometime point t' 2"t the agat will go to
position P

The past to future relationship
(v, O w(v.9

if atsometimet' <tthe agetobsewned food a postionP
and fromt' tot,it did notobsewnethat no bod was
present at position P
then if at somet" >tthe ageat observesthe oppatunity
to go o postionP,
then at sometime pointt' 2"t the agat will go to
position P

Formalisation can be done as a variant of the onein

Section 6.1.2 above. For this case, #(y, t) is the past
statement

i<t [ state(y, t1) |= observation_result(food_present_at(P)) &
Ot2 [ tistest [
- state(y, t2) |= observation_result(not_food_present_at(P)) 1]

Moreover, uy(y, ) is the same future statement as
before

Ot2>t [ state(y, t2) |= observation_result(opportunity_to_go_to(P))

[0 [3>t2 state(y, t3) |= to_be_performed(go_to(P)) ]

6.2.3 Interactivist Temporal Factorisation Based
onaTrust Stee

Another example illustrating temporal factorisation
in the temporal-interactivist approach is the concept
‘trust’. This is an example of a menta date
property that heavily relies on histories of
experiences; e.g. (Jonker and Treur, 1999; Jonker,
Schalken, Theeuwes, and Treur, 2004). By
abstracting from these histories in the form of a
trust state, the future dynamics can be described on
the basis of the present mental state in a smple
manner. To illustrate this, consider the following
example, concerning agent A and a specific shop.
The behaviour of agent A considered is as follows:

» agent A can go to the shop or avoid it
» when meeting somebody, agent A can tell that it
isabad shop or that it isagood shop

The following types of events determine the
behaviour of agent A.

negative events:

- an experience that a product bought in this shop
was of bad quality

- somebody elsetellsA that it isa bad shop

- passing the shop, A observes that there are no
customersin the shop

positive events:

- an experience that a product bought in this shop
was of good quality

- somebody elsetells A that it isagood shop

- passing the shop, A observes that there are
customersin the shop

Assume for the sake of simplicity that only the last
two experiences count for the behaviour of A, and
that the past pattern a considered are histories in
which the last two experiences are negative events.
The future pattern b considered are the futures in
which the agent avoids the shop and, when meeting
somebody tells that it is a bad shop. It is assumed
that past pattern a leadsto future pattern b.

For this case the past pattern a can be taken to be
the past statement ¢(y, t):

Ol<t2<t [state(y, t1) |= observation_result(el) &

state(y, t2) |= observation_result(e2) &

negative(el) & negative(e2) &

Ot3 tl<t3<t O

- [3 [ positive(e3) & state(y, t3) |= observation_result(e3) ]

Moreover, for the future pattern b, take the future
statement gy, t):
01>t state(y, t1) |= avoiding_shop &

Ot2 >t [state(y, t2) |= meeting(A, B) O
3 >t2 state(y, t3) |= speaking_bad_about_shop_to(A, B) ]

Temporal factorisation of

Oyt [ o) 0 w(v. 0]



for this case is obtained by the following temporal
relational specifications of the trust state

Oy,t [ ¢(y,t) O state(y, t) |= trust(shop, negative) | &
Oy, t [ state(y, t) |=trust(shop, negative) O  W(y,t) 1

6.3 Temporal Factorisationand Dynamical
Systems Theory

Dynamics in domains such as Physics, Chemistry,
and Biology, has been addressed in history by the
development of the Dynamical Systems Theory
(DST). In recent times, it has been proposed to
apply the DST approach to cognition as well (e.g.,
Port and van Gelder, 1995). One of the assumptions
underlying DST is the assumption on dsate-
determined systems (cf. van Gelder and Port, 1995;
Ashby, 1952). In this section the state-determined
system assumption is discussed in relation to the
temporal factorisation principle. In section 7 it is
anaysed in more detail how in quantitative
domains, where states are described by continuous
variables, DST relates to the temporal factorisation
principle.

Van Gelder and Port (1995), following Ashby
(1952) explain what a dynamical system is in the
following manner. A system is a set of changing
aspects (or state properties) of the world. A state at
a given point in time is the way these aspects or
state properties are at that time; so a dsate is
characterised by the state properties that hold. The
sat of al possble states is the state space A
behaviour of the system is the change of these state
properties over time, or, in other words, a
succession or sequence of states within the state
space. Such a segquence in the state space can be
indexed, for example, by natural numbers (discrete
case) or real numbers (continuols case), and can
also be caled a trace or trajedory. Following
Ashby, such a system is state-determined if:

‘A system is state-determined only when its current state
aways determines a unique future behaviour. Three features
of such systems are worth noting.

Firgt, in such systems, the future behaviour cannot depend
in any way on whatever states the system might have been in
before the current state. In other words, past history is
irrdlevant (or at leadt, past history only makes a difference
insofar asit hasleft an effect on the current state).

Second, the fact that the current state determines future
behaviour implies the existence of some rule of ewlution
describing the behaviour of the system as a function of its
current state. (...)

Third, the fact that future behaviours are uniquely

determined means that state space sequences can never fork.’
(Gelder and Port, 1995, p. 6)

According to some, a dynamical system is just a
state-determined system (Giunti, 1995). For some
others a dynamical system is a state-determined
system for which the state properties are described
by assignments of numerical values to a given set of
variables (van Gelder and Port, 1995). Ashby

(1960), expresses the heuristics based on dtate-

determined systems as follows:
‘Because of its importance, science searches persistently for the
sate-determined. As a working guide, the scientist has for some
centuries followed the hypothesis that, given a set of variables, he
can aways find a larger set that (1) includes the given variables,
and (2) is state-determined. Much research work conssts of trying
to identify such a larger set, for when it is too small, important
variables will be left out of account, and the behaviour of the set
will be capricious. The assumption that such a larger set existsis
implicit in almost all science, but, being fundamental, it is seldom
mentioned explicitly.’ (Ashby, 1960, p. 28).

Ashby refers to Temple (1942) and Laplace (1825)
to support his claims. He distinguishes phenomena
a a macroscopic level for which his clam is
assumed to hold from phenomena at the atomic
level, for which the claim turnsout not to hold.

‘Temple, though, refers to ‘... the fu ndamental assumption of
macrophysics that a complete knowledge of the present state of a
system furnishes sufficient data to determine definitely its state at
any future time or its response to any future influence.” Laplace
made the same assumption about the whole universe when he
stated that, given its state at one instant, its future progress should
be calculable. The definition given above makes this assumption
preciseand givesit in aform ready for usein the later chapters.
The assumption is now known to be false at the atomic level. We,
however, will sddom discuss events at this level; and as the
assumption has proved substantially true over great ranges of
macroscopic science, we shall useit extensively.’

(Ashby, 1960, p. 28).

Thus, according to Ashby, following Temple and
Laplace, a main question for a scientist is how to
obtain an appropriate state ontology such that based
on this ontology for a certain state it can be found
out how it is going to change to a different state,
according to a certain rule of evolution. The
hypothesis is that such a state ontology always can
be found. At first sight, this seemsto be close to the
consequent

Op a-p & p-b

of the temporal factorisation principle, especialy in
the clam that certain state properties exist.
However, in Ashby's formulation much emphasisis
put on the relationship p - b, aimost remaining
silent about how p is brought about based on past
events. Therefore it might be more fair to state that
his position is expressed most sincerely by only part
of the consequent:

Op p-b

In contrast to Ashby’s bias on the * present to future’
relationship, in the formulation of the consequent of
the temporal factorisation principle an equal
bal ance between past and future has been achieved.
A second difference between Ashby's state-
determined system assumption and the tempora
factorisation principle is the conditional a - b
used in the latter. This conditional may also be
expected to be a silent assumption in Ashby’s view.



The temporal factorisation principle makes this
assumption explicit in the form of a conditional.
This conditional makes a crucial difference in the
sense that temporal factorisation does not assume a
deterministic system, whereas Ashby’'s notion of
state-determined  system is deterministic, and
therefore his notion is more limited (see aso the
discussion about determinism at the end of Section
2.2).

7 Temporal Factorisation for Continuous State
Properties

The analysis of how the tempora factorisation
principle relates to DST, as shown in Section 6.3,
was made at a conceptual level, abstracting from
how exactly state properties are shaped. In DST
states are usually described by continuous variables
and the assignment of numerical values to them,
and techniques are exploited from the area of
calculus within  Mathematics, in particular
difference and differential equations. In this section
it isanalysed in more detail how in such cases DST
relates to temporal factorisation, and how the
temporal relationships based on continuous
variables as involved in DST can be specified as
temporal relational specifications.

From a more general perspective, it is shown
how the conceptual framework based on temporal
factorisation can be used in the analysis of dynamics
for continuous state properties x (as an example,
patterns in positions in space in past and future as
well as a mediating state property between them
may be taken in mind; however, the description is
more general). Furthermore, it is shown how based
on this mathematical analysis the introduction of a
number of concepts of Physics can be understood
from the conceptual framework based on the
temporal  factorisation  principle  velocity,
momentum, force.

A comparable perspective is put forward by
Naged (1961) who claims that as an outcome of his
analysis, state properties such as instantaneous
accelerations and velocities ‘presuppose nothing
more’ than state properties concerning spatial
relations at certain (other) time points, since they
can be defined in terms of mathematical operations
on these state properties:

‘..the notion of instantaneous acceleration (..) is defined as

the limit of a series, each of whose terms is the ratio of the
difference of two instantaneous velocities and a time interval;
and an instantaneous velocity is defined as the limit of a series,
each of whose terms is the ratio of a distance along a straight
line and a time. (..) in any event instantaneous accelerations
and velocities presuppose nothing more than certain
mathematical operations upon the measures of spatial and
temporal relations.’ (Nagel, 1961, p.167)

In the spirit of Nagdl's analysis, in this section, a
more detailed analysisis made of how, in retrospect,
the notion of the derivative (e.g., velocity or change
rate) of a continuous variable can be viewed as a
mediating state property, and can be described by
relational specifications. First, to get the idea, thisis
done in a smplified discrete case (Section 7.1),
second the continuous case involving limits is
discussed, in Section 7.2. Note that the analysis is
done for a continuous variable x in general. In
Section 7.3 it is shown how this can be applied in
the context of Physics, for x dencting the position of
an object, and the mediating state property velocity,
or for x denoting momentum, and the mediating
state property the force on the object.

7.1 Sinplified Discrete Analysis
For asmplified analysis, forany ¢ < and valuew
xtHyx@)/t-H=w - pt)=w

is a temporal relational specification in the form of
a ‘past pattern implies present state' relationship a
- p of mediating state property pt) a t. More
specifically, the left hand side

Xt yx@®)/ (t-t)=w

characterizes the set of all traces satisfying the past
pattern that the difference quotient for x between t'
and t is w. The right hand side characterizes al
traces satisfying the criterion for the present state at
time point t expressed by the state property that
state parameter p has value w. The implication
expresses that any trace in the former set (i.e,
satisfying the past pattern that the difference
guotient for x from t' to t isw) is aso in the latter
st (i.e., satisfies the present state property that p
has value w)."

In asimilar way, for any t' > t and value w
pi) =w - (X(t")-x(®) /" -1 =w

is a temporal relational specification in the form of
a ‘present state implies future pattern’ relationship
p - bof mediating state property p() at t.

* Note that in terms of the formalisation described in Section 5,
this can be expressed in the language TTL, as follows (the
specification of ‘ present state implies future pattern’ is similar).
- past pattern ¢(y, t):

Cu, u' state(y, t) |= has_value(x, u) &

state(y, t') |= has_value(x, u) &t'<t& (u'-u) / (t'-t) = w

- present state criterion:

state(y, t) |= has_value(p, w)
- past pattern implies present state:

Cu, u' state(y, t) |= has_value(x, u) &
state(y, t') |= has_value(x, u’) & t'<t & (u'-u) / (t'-t) = w
O state(y, t) |= has_value(p, w)



The following ‘past pattern implies future
pattern’ relationship a — b can be formulated™,
wheret <t<t"

Ky /C-9=w ~ Xt)-xO)/ " -1) =w

This expresses that the differences in values of
variable x before t and after t are in proportion,
which can be considered a kind of smoothness
condition. So, for this discrete perspective, the
temporal factorisation principle expresses the
mathematical fact that if the differencesin values of
variable x before t and after t are in proportion (the
past to future relationship), then at t a value w for
the variable p exists, such that this value on the one
hand relates to the differences of x in the past (past
to present relationship) and on the other hand to
differences of x in the future (present to future
relationship). In the next subsection this will be
made more precise from the continuous perspective.

7.2 AnalysisBased on Limits

A more advanced analysis of velocity or change rate
in a continuous process involves the notion of limit.
A temporal relational specification in the form of a
‘past pattern implies present state' relationship a —
p isgivenhby

limee (O 3 x®)/(E-9))=w - plH=w

which relates past state properties at v < tto the
mediating state property at t. Here, the right hand
side expressed a criterion for the present state, asin
Section 7.1. The left hand side expresses a past
pattern using lime,;, Wwhich means the upward limit
(i.e, redrictced to t < X in mathematical
formalisation this past pattern is characterized by:

Oe>00>>00t [O0< t-t' <& -
(Xt yx®)/(t-)-w|<e]

This expresson®™ describes the past pattern a
satisfied by all traces for which the graph of the

* Note that this ‘ past pattern implies future pattern’ can be
expressed in the language TTL by
Cu, u' state(y, t) |= has_value(x, u) &
state(y, t') |= has_value(x,u) & (U'-u)/(t'-t)=w O [,
u" state(y, t) |= has_value(x, u) &
state(y, t") |= has_value(x, u") & (U"-u)/(t"-t) = w
In terms of the formalisation described in Section 5 based on the
language TTL the ‘past pattern implies present state’ relationship
can be expressed as follows. The past formula ¢(y, t) isgiven by
Oe>0 B>0 Ot',V,v[0< t-t' <O & state(y, t) |= has_value(x, v) &
state(y, t) |= has_value(x, v) [
W-E< (V-V)/({t-t)<w+E ]
The present state formula is given as before by has_value(p, w).
Then the temporal ‘past pattern implies present state’ relationship a
- p takestheform:
[ Des0m>00t v,v
[0<t-t <& & state(y,t) |= has_value(x, v) &

values for x over time has a tangent from the left
hand side at t with slope w. In a mathematical sense
this condition expresses that the function x from tis
left differentiable with derivative w.

Similarly, a temporal relational specification in
the form of a ‘present state implies future pattern’
relationship p - bisgiven by

pt)=w O lime ¢ (XA") - x@) /" -t) =w

which relates the mediating state property at t to
future state properties at t > t. Here the right hand
side expresses a future pattern using lime,; , which
means the downward limit (i.e., restricted to t' > t);
in mathematical formalisation this future pattern is
characterized by:

000300t [0< t'-t<d O
[ () -x®) /(" - 1) - w] < €]

This expression™® describes future pattern b satisfied
by all traces for which the graph of the values for x
over time has a tangent from theright hand side at t
with slope w. In a mathematical sense this
condition expresses that the function x from t is
right differentiable with derivative w.

The tempora relational specifications in the
form of a ‘past pattern implies future pattern’
relationship a — b areasfollows:

limee (X yx@)/ - =w O
limee (") -x(@®) /(" -) =w

In mathematical formalisation” of lime, and lime :

state(y, t') |= has_value(x, V) [ w-€< (v-v)/(t -t)<w+ € ]
O state(y, t) |= has_value(p, w) ]

18 | terms of the formalisation based on TTL, this ‘present state
implies future pattern’ relationship can be expressed as follows. The
futureformula Y (y, t) isgiven by:

Oe>0 (B3>0 Ot", V' v

[o<t-t <8 & state(y, t) |= has_value(x, v) &
state(Y, t") |= has_value(x, v*) U
W-E< (Vv /(t"-t)<w+E ]
As before, the present state formula is given by has_value(p, w).
Then the temporal ‘present state implies future pattern’ relationship
p - btakestheform:
state(Y, t) |= has_value(p, w) [
Oe>0 >0 Ot", v',v [ O<t'-t <& & state(y, t) |=has_value(x, v)
& state(y, t*) |= has_value(x, v*) U
W-E< V-V /(t"-t)<w+E ]

1 In terms of the TTL formalisation, this ‘past pattern implies
future pattern’ relationship ¢(y, t) O w(y,t) takesthe form:
[ Oe>0 >0 Ot',v',v [ o< t-t <8 & state(Y, t) |= has_value(x, v)
& state(y, t) |= has_value(x, v) [

w-ge< (vV-V)/t-H<w+e ] ] O
[ De>0m>00t", viv[ 0< t'-t <8 & state(Y, 1) |= has_value(x, V) &
state(Y, t") |= has_value(x, v*) [

w-g< (Vv /(' -t)<w+e |]



Ow
[Oe>005>00t [0< t-t <& [
| (xt" yx@)/(t-t)-w|<e] O
Oe00>00t" [0< t"-t<d O
| (@) -x@®) /" -t -w[<e]]

This ‘past pattern implies future pattern’
relationship expresses a mathematical smoothness
condition on the function of x depending on t.
Roughly spoken it states that the slope of the graph
of x depending on tis, in a(small) past interval for a
given t is the same as the dope of the graph at a
(small) future interval for t. Within mathematics, a
standard example of a nonsmooth function is the
absolute value function x(t) = |t| considered at t = 0; it
isnot smooth at t= 0 because the slope left of t= 0 is
-1 whereas the sope right of t = 0 is +1."® For this
function, as a consequence of the lack of
smoothness, in t= 0 no derivative exists.

Under the smoothness condition as expressed, a
common value w exists that connects past and
future. This value provides the existence of a
mediating state property in the state at time t
relating both to past and future. From a
mathematical perspective, the smoothness condition
is precisely the condition under which the (both |eft
and right) derivative of x as a function of t exists at
time t (i.e, the implication from the smoothness
condition to the existence of the derivative in the
state at t isamathematical theorem).

From the perspective of the tempora
factorisation principle, application of this principle
precisely yields the existence of a mediating state
property for time t that plays the role of a both left
(past to present relationship) and right (present to
future relationship) derivative at t. In other words,
in this setting, application of the tempora
factorisation principle postulates, if the smoothness
condition is fulfilled, the existence of a mediating
state property as a state property at timet relating to
past and to future as relationally specified above,
which specification is equal to the specification of a

18 The smoothness condition is violated in any case that a common
number a does not exist, whereas till one value w; for the past and
one W, (a digtinct one) for the future In other words, it may be the
case that for the first clause above a value wy exists and for the
second clause a value w, such that both clauses hold, but with wy not
equal towe:
Ov,w, [Oe>005>00t [0< t-t <0 O

[(X(t yxO) /(-1 -w|<e] &

Oe00>00t" [0O< t"-t<d O

[ (X(t) -x®) /" -0 -we| < £] ]
In such a case, the valuew, has a specified effect (by the second
clause) on future states, but the origin of this mediating state
property in the past is different from the one specified by clause
1. Therefore, it can not be considered a mediating state property.
In this case apparently some novel influence or interaction
occurred at timet, which did not play arole at any time pointt' <
t. Also, the value w, does not count as a mediating state property
because it has not the specified relationship to state properties
occurring in future states.

both left and right derivative at t Therefore,
application of the temporal factorisation principlein
a sense entails the mathematical theorem that if the
smoothness condition is fulfilled, then a t a
derivative exists for the function x of t (i.e, the
function is differentiable at t)."°

7.3 Velocity, Momentum and Forcein Physicsas
Mediating State Properties

This analysis of a continuous state variable and its
derivative as a mediating state property can be
applied to obtain the concepts vel ocity, momentum,
and force in Physics by application of the temporal
factorisation principle. Firgt, if for the continuous
variable x the position (on a line) of an object with
mass m is taken, then the temporal factorisation
provides the mediating state property dx/dt, which is
the velocity of the object. Momentum of the object is
obtained by p = mv, or by temporal factorisation of
the variable mx. Furthermore, Newton’s second law
F = ma (with a the acceleration) can be fomulated as

md’x/dt* = F
or

mdv/dt = F
or

dp/dt = F

This shows in more detail (compared to Section 3)
how force can be obtained as a second-order
mediating state property. For more details about the
historic analysis, see Treur (2005).

8 Discussion

The more popular, physicalist views on cognition in
Philosophy of Mind, consider cognition as a
phenomenon of nature. A challenge then isto relate
principles behind cognition to principles in nature,
or even to search for common principles. One of the
well known arguments against (a too bold form of)
physicalism adresses this issue to the negative by
claiming that some of the laws behind cognition
(such as coherence of beliefs) are not corresponding
to physica laws (cf. Davidson, 1993, on the
nonexistence of psychophysical laws; see also Kim,
1996, pp. 132-139). Notwithstanding, from the
physicalist perspective, the challenge remains to
find out why and how the principles behind nature
give rise to such special effects as cognition. How
can physical architectures, functioning on the basis
of principles valid in the physical world, show
cognition; which principles make that possible?

1 Within application domains, the smoothness condition
incorporates the assumption that the change proportion (shortly)
before t persists (shortly) after t.



8.1 The Temporal Factorisation Principle

A central principle was identified and discussed,
which deals with dynamics both in the physical
world and in cognitive processes. From a historic
perspective, this temporal factorisation principle
seems rather fundamental in scientific devel opment
(e.g., the development of areas within Mathematics
and Physics such as calculus, differential equations
and classical mechanics). It postul ates the existence
of mediating state properties that can be used to
decompose any temporal ‘past pattern implies future
pattern’ relationship into two simpler temporal
relationships: a ‘past pattern implies present state'
relationship and a ‘present state implies future
pattern’ relationship.

In this paper, in addition, a formalisation of this
temporal factorisation principle was put forward.
The temporal factorisation principle has been
shown to be a basic assumption underlying standard
approaches to dynamics in disciplines such as
Physics, Chemistry, and Biology, but aso in
Mathematics, Computer Science, and Cognitive
Science; such approaches include Dynamica
Systems Theory (DST), transition systems and
functionalist approachesto cognition.

In the context of DST it was shown how the
principle relates to the notion of state-determined
system (cf. Ashby, 1952; van Gelder and Port,
1995). Furthermore, it was shown how the principle
is exploited in Mathematics (calculus). In
particular, it was shown how application of the
temporal factorisation principle in a sense entails
the mathematical theorem that if a smoothness
condition for a function is fulfilled around some
time point t, then at t a derivative exists for this
function (i.e., the function is differentiable at t).
Furthermore, it was shown to be a basic assumption
underlying different approaches in Cognitive
Science: besides the Dynamical Systems approach,
also functionalist approaches and the interactivist
approach (cf. Kim, 1996, Bickhard, 1993).

8.2 The Temporal Factorisation Principle vs the
Locality Principle in Physics

Within Physics, the principle of locality claims that
objects can only have direct influence on one
another when they are close an object is not
influenced directly by objects not in its immediate
surroundings; e.g., Einstein (1948)®. This means
that when distant objects influence each other, this
can only happen in an indirect manner, for

% “The followi ng idea characterises the relative independence of
objects far apart in space (A and B): external influence on A has
no direct influence on B; this is known as the Principle of Local
Action, which is used consistently only in field theory.” Einstein
(1948).

example, via some causal chain where each of the
causal steps takes place in one local environment.
This has in common with the temporal factorisation
principle, that it also shows a form of tempora
interpolation.

However, the locality principle in Physics is
meant for the physical context only, and explicitly
takes locality aspects of states and events into
account (as, indeed, the name of the principle
aready indicates), whereas the tempora
factorisation principle has a much wider scope,
beyond the area of Physics, and abstracts from any
locality aspects of state properties, and therefore is
much more general in that respect. This shows that
the temporal factorisation principle is not implied
by the locality principlein Physics.

In how far, on the other hand, the locality
principle and its formalisation put forward here, can
be seen as a gpecidisation of the tempora
factorisation principle (maybe in iterated form, as
described in Section 3) in the forma sense is an
interesting question that regquires some more
research. One issue here is that by applying the
temporal factorisation principle in its genera form,
an intermediate state is found, but since no locality
information for the mediating state property is
provided, the intermediate state may even be more
remote than the original starting point. So it is not
smply the case that the tempora factorisation
principle impliesthe locality principle.

Another interesting issue is. for a given case of
remote influence, how fine-grained should the
intermediate steps postulated by the tempora
factorisation principle be taken to obtain a situation
that every single step can be viewed aslocal?

8.3 What the Temporal FactorisationPrinciple
Unifies

As the temporal factorisation principle was shown
to unify in one conceptual framework various
approaches to the dynamics in different disciplines,
it can be used as a conceptual framework to analyse
quite a large variety of dynamic phenomena. More
specifically, the perspective put forward in this
paper addresses within one conceptual framework
the following aspects that are often addressed

separately:

» dynamics of phenomenain various disciplines;
in particular, of cognitive and noncognitive
phenomena

» thepast view in relation to the present and the
future view in relation to the present

e deterministic approaches and nondeterministic
approaches



Unification with resped to cogntive and
norcogritive phenomena

The factorisation principle has been shown to relate
to views on the dynamics of the physical world, and
equally well to dynamics of cognitive phenomena.
For the cognitive domain, the principle subsumes
the notion of a mental state in relation to histories
and futures of an agent. For the domain of Physics,
for example, a number of concepts that are crucial
in the area of classical mechanics are postulated by
the temporal factorisation principle.

This unification of the cognitive and the
noncognitive shows throughout the paper. Many
times the focus switched from dynamics of the
physica world to dynamics of cognition and
conversdly, thereby keeping and further developing
the same generic conceptual framework. For
example, in Section 2 dynamics in the physica
world was addressed first (Descartes and Laplace’s
universe), but after that also the dynamics of
behaviour in relation to a desire state was discussed.
Section 3 starts by focussing on mental state
properties such as desires and intentions, but returns
to the physical area again, addressing, for example
the concept force. Section 4 adresses concepts and
methods  from the  cognitive  domain
(representational content of a mental state property),
which are applied in a generalised form beyond the
cognitive domain in Section 5. Similarly in the
remaining sections the focus was going back and
forth between the cognitive and the noncognitive
domain, in the meantime further developing the
unifying conceptual framework.

It may be argued that by van Gelder and Port
(1995) it is put forward that also the Dynamical
Systems Theory (DST) provides a unifying
framework for cognitive and noncognitive domains.
This unification is at a different description level,
however. In the way it is put forward, DST is at the
more specific leved of a given mathematica
modelling approach (which, for example, has some
limitations for modelling higher-level cognition):
mainly difference and differential equations. The
unifying conceptual framework discussed here lies
at a more foundational level. It is underlying DST,
but also other types of modelling approaches, such
as more logica Belief-Desire-Intention (BDI)
modelling or transition systems.

Unification with resped to the past view and the
future view

The picture shows that when occurring in some
state, a mediating state property, as postulated by
the temporal factorisation principle, plays two roles
at the same time:

» asan adeguate summary of the past, compiling
aspects from the past that are relevant for the

future, thereby abstracting from irrelevant
detail, and

e as a synopsis for the future, indicating what
state properties will occur in afuture state, and
under which conditions

The combination of these two roles makes that
mediating state properties connect past and futurein
the present state in an effective manner. Looking
from the past, instead of dealing with each history
separately, in order to find propertiesof the future, a
mediating state property provides (in the present
state) a convenient substitute of a whole set of
histories: a set that collects all histories that have a
specific effect on the future in common. Looking
from the future a similar view obtains: the present
state with its mediating state properties provides a
substitute for the set of futures that have a certain
history pattern in common. In this sense the
principle shows a symmetric treatment of past and
future.

In other approaches, this is not always the case.
For example, the historic analysis of literature about
potentialities or anticipatory state properties to
explain dynamics, as given in (Treur, 2005), shows
that this literature usually focuses on the present-to-
future relationship thereby more or less neglecting
the description of the past-to-present relationship.
As an example, in the notion of state-determined
system described by Ashby (1952) and van Gelder
and Port (1995), this unbalance is visible in the
emphasis on the rule of evolution from present to
future states (see also Section 6.3 above).

Also in the cognitive domain the two views (past
and future) are often treated in isolation. For
example, some mental states such as sensory
representations are considered from the past view
(how such a sensory representation is created),
whereas some other types of mental states (e.g.,
affective or motivational states) are considered from
the future view. For example, an intention is related
to the corresponding future action that will take
place as soon as the opportunity is there. The
temporal factorisation principle unifies these two
views on mental states.

In the paper the notion of representational
content as known from literature on Philosophy of
Mind was one the one hand generalised beyond the
usual cognitive area, and on the other hand was
extended to a two-sided notion, relating to past and
future at the same time. More specifically, it was
shown how Kim (1996)’s relational specification
approach to representational content of mental state
properties can be extended to this more general case
of mediating state properties, and thereby taking
into account both past and future.



Unification o deterministic and nonéterministic
approaches

In contrast to deterministic views as those from, for
example, Descartes (1644), Laplace (1825) and
Ashby (1952), due to the conditional formulation,
the tempora factorisation principle can be used
both for approaches assuming determinism and
approaches assuming nondeterminism. For a more
extensive discussion about (non)determinism and
how it can be considered from an external God's
eye perspective or an internal agent perspective, see,
for example, Earman (1986), Dennett (2003, pp.
25-96).

The temporal factorisation principle takes into
account as a premise the existence of some ‘past
pattern implies future pattern’ relationships. A
description of the world based on such past to future
relationships can take any position on the scale
from nondeterminism or incomplete determinism to
complete determinism: for example, a specification
of dynamics by ‘past pattern implies future pattern’
relationships can vary from a specification of more
partial determination of the future by the past, to a
specification of more complete determination of the
future by the past.

8.4 What is Gainedby Mediating State Properties

If the number of allowed (additional) state
properties is arbitrary, then there is one trivial way
to obtain mediating state properties, namely by
introducing a new mediating state property p;, for
each specific history h, and thus encoding the
history in the present state by postulating this new
state property py for the specific history h at hand.
However, athough in theory this is possible, in
practice such a trivial trick will not be of help, due
to the combinatorial complexity of such a solution.
Temporal factorisation will only work in a practical
method if it is assumed that only a limited number
of state properties for the present state can be used
to relate them to relevant sets of histories and
relevant sets of futures. These state properties relate
to characterising patterns for the relevant sets of
histories and futures as a whole, instead of
considering each of the histories and futures
separately.

How well this works depends on how
homogeneous such a set of histories or futuresiis. If
the description of the pattern for the past and/or for
the future is only possible as a disunction of alarge
number of cases, this gives a heterogeneous
situation that may still be not simple to handle. For
classical mechanics it seems to work as a result of
nature’'s dynamics, as the effectiveness of classica
mechanics in applications shows. In the cognitive
domain, to describe behaviour, using such a

factorisation by mental state properties, it seems a
reasonable option aswell.

Note that for the notion of force in classica
mechanics the future pattern has a rather
homogeneous characterisation: the effect of a force
on an object. However, the past pattern is not
homogeneous at al; it seems adigunction of alarge
number of possihilities to change the world in away
that a certain force on a certain object is exerted
(e.g., puling or pushing, eectrica force,
gravitation, magnetic force, deformation force); cf.
Nagel (1961). Yet the area of classical mechanics
was quite successful, probably mainly because each
of the disuncts of the past pattern was devel oped
separately so that more specific context-dependent
patterns became possible (in a way comparable to
Kim (1996)'s local or context -dependent reduction).
This shows how even in more heterogeneous cases a
succesful approach can be devel oped.

8.5 Abou the Statisof Mediating Sate Properties

The temporal factorisation principle postulates the
existence of mediating state properties. What does
this step of postulating mean? Does this mean that
such properties were already present in a given state
ontology, and these existing state properties are just
given the role of mediating state properties? Or
were they not present yet and just added to obtain an
extension of the state ontology? Both is possible.
During development of a theory such as classica
mechanics, for example, notions such as momentum
or instantanous velocity were added to extend the
state ontology as mediating state properties based on
temporal factorisation. Once such state properties
have been added, they aready are there for next
applications of the temporal factorisation principle.

An interesting question in practice, however, is
in how far such added state properties relate to
already existing state properties. In case a first-
order differential equation isgiven for some velocity
or change rate, for example, such a relation for the
concept of change rate can be found on the basis of
this differential equation: this equation just
expresses how the change rate relates to other state
properties. Thisissue will be further addressed in a
next paper on redisation of mediating state
properties.
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