Agent-Based Analysis of Patterns in Crowd Behaviour
Involving Contagion of Mental States

Tibor Bosse, Mark Hoogendoorn, Michel C.A. Klein,
Jan Treur, and C. Natalie van der Wal

VU University Amsterdam, Department of Artificialtelligence
De Boelelaan 1081, 1081 HV Amsterdam, The Nethesland
{tbosse, mhoogen, mcaklein, treur, cn.van.der.wdg@vu.nl
http://www.few.vu.nl/~{tbosse, mhoogen, mcakleirgur, cn.van.der.wal}

Abstract. In this paper an agent-based analysis is magatérns in crowd
behaviour, in particular to simulate a real-lifeigent that took place on May 4,
2010 in Amsterdam. As a basis, an existing agesedbanodel is used for
contagion of emotions, beliefs and intentions. Fravailable video material
and witness reports, useful empirical data wereaeteéd. Similar patterns were
achieved in simulations, whereby some of the pararmeof the model were
tuned to the case addressed, and most parametersagsigned default values.
The results show the inclusion of contagion of dfelemotion, and intention
states of agents results in better reproductighefncident than non-inclusion.
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1 Introduction

Behavioural patterns emerging in large crowds &enmot easy to regulate. Various
examples have shown how things can easily get babotrol when many people
come together during big events. Especially whea irowd, emotion spirals (e.g.,
for aggression or fear) develop to high levels,abesequences can be devastating. In
this paper, it is analysed what happened on Dararsgim Amsterdam at the"4f
May in 2010, when large numbers gathered for thimmal remembrance of the dead
(‘dodenherdenking’). In the middle of a two-minyteriod of silence, one person
started shouting, causing panic to occur amongptdaple present. What happened
there, as a result of a panic spiral, was a reBtimild case in which ‘only’ a number
of persons ended up in hospitals with fracturestanégses.

In such situations, for each person involved, baibnitive and affective states
and their intra-person interaction play a roletHis paper, beliefs and intentions are
considered from the cognitive perspective, as theyally are the basis for actual
behaviour: e.g., running away from a place thdelkeved to be dangerous. From the
affective perspective, emotions are consideredh sas fear, but also positive
emotions for certain actions that are possibleef@mple, to go to a place believed to
be safe. On the one hand such internally intergatognitive and affective states are
individual, private states, but on the other hamelytare easily affected via verbal
and/or nonverbal inter-person interaction by sirmskates of other persons.



Exploiting insights from Social Neuroscience, fbe tdynamics of such states and
their intra- and interpersonal interaction, an agesed model was presented in [5],
which we refer to as the ASCRIBE model (Agent-baSedial Contagion Regarding
Intentions Beliefs and Emotions). For each persen ASCRIBE model takes into
account a number of parameters representing pdrsbagacteristics, for example,
expressivity and openness for emotions and othertahstates. This current model
uses ASCRIBE in an adapted form to simulate theigeap data gathered for the
May 4 incident: ASCRIBEMay4. As a first step, ude@mpirical data has been
extracted from available video material and witnesggorts. In order to specialise the
existing agent-based model to this case, valuesnfust of the parameters of the
model where set by hand at certain default valwbgreas values of other parameters
were automatically tuned by use of a parametemtuniethod developed earlier; cf.
[2]. By comparing different default settings foretinand-set parameters relating to
contagion of emotions, beliefs and intentions, iaswpossible to analyse the
contribution of contagion in the model: parametettisgs indicating low or no
contagion show higher deviations from the empirdztha.

In this paper, Section 2 presents a brief overvidwihe ASCRIBE model. In
Section 3 the May 4 incident is described and hompidcal data was extracted from
available material. In Section 4 it is discussedvitbe model was extended and
specialised for the case study addressed. Sectimscéribes the parameter estimation
method by which parameters of the model were tuoembver the patterns shown in
the empirical data. Section 6 discusses the reaottsection 7 is a conclusion.

2 Overview of the Agent-Based Model used

The agent-based model ASCRIBE that was used (Pfhfs been inspired by some
concepts and principles from Neuroscience. Onéheintis the concept of mirror
neuron(e.g., [6], [9], [10]). Such a neuron is not orlgtive in preparation for certain
actions or bodily changes but also when the peobserves somebody else intending
or performing the action or body change. When stafeother persons are mirrored
by some of the person’s own states, which at thees@me play a role in generating
their own behaviour, then this provides an effextbasic mechanism for how in a
social context persons fundamentally affect eabtlert® mental states and behaviour.
Moreover, the model exploits the concepmatic marker(cf. [1]), which describes
how emotions felt play a central role in decisioaking. Each considerediecision
optioninduces (via an emotional response) a feeling vtsaised to marthe option.
Such somatic markers are used as a basis to choosption.Within the ASCRIBE
model it is assumed that at the individual intra+gtdevel, the strength of an intention
for a certain decision option depends on the agdmliefs and emotions in relation to
that option (intra-agent interaction from beliefsida emotions to intentions).
Moreover, it is assumed that beliefs generate iceeiaotions (e.g., fear), that in turn
may affect the strength of beliefs (mutual intraatginteraction between beliefs and
emotions). To describe inter-agent interaction,iaring mechanism is used for the
three different mental states consideredhotions(fear, and emotions felt about a
certain decision option)beliefs (e.g., about safe placeshtentions (for certain



decision options). Below, only a brief overviewgaren of the central idea of the
model. For a complete overview, see [5].

The model is based upon the notion of contagioangth sgs which is the
strength with which an agel influences agenf with respect to a certain mental
stateS (which, for example, can be an emotion, a betiefan intention). It depends
on theexpressivenes@g of the sendeB, the strength of thehannel( sz from
senderB to receiver A and thepennesgas,) of the receiver:sga= ap asga dha The
level gsa for mental stat& of agentA is updated using the overall contagion strength
of all agentsB not equal to agerA: g, =Sz » gsa Then the weighed external impact
gsa*:for the mental stat8 of all the agent® upon agenA, is determined byyss =

Ss A &ealss/ &a Given these, statgfor an agenA is updated by:

OsA(t+Dt) = dsalt) + Ysagal f(asa*(t), dsat)) - dsAt)] Dt

Here ysa is an update speed factor farandf(Vy, V,) a combination function. This
expresses that the value fqg, is defined by taking the old value, and adding the
change term, which basically is based on the diffee betweef(qgss*(t), gsAt)) and
gsAt). The change also depends on two factors: the Ibeeratagion strengtlg, (i.e.,
the higher thigg, , the more rapid the change) and the speed faggor

Within the definition of the combination functid(Vv;, V,) a number of further
personality characteristics determine the preaifleénce of the contagion. First, a
factor fi5, is distinguished which expresses the tendencynofgent to absorb or
amplify the level of a stat§, whereas another personality characterigficepresents
the bias towards reducing or increasing the vafubestateS. Thus, the combination
functionf(Vy, V,) is defined as follows:

f(V1, V2) = hsal bsa(1 = (1 -VD(L -V2)) + (1-bsp) ViV2] + (1 - hisp) V1
This general model for any steés applied to four types of states:

fear of agenA Creara(t)
emotion for optiorO of agentA Oemotion(0)At)
intention indication for optio® of agentA Ointention(@)At)
belief in X of agentA oetierpAt)

The total number of such states that is availabléhe model depends on the
numbero of decision options and the numbemnf beliefs.It can be calculated as
1+20+b types ofstates per agent (which amounts to actual stafébgna is the
number of agents, then within the whole multi-agsydtem 1+2o+b)a types of
individual states play a role. In principle all paretersass, dia fsa Osp Vsa @sea fOr
different statesS and agent®\, B may have different values. Therefore the overall
number of these parameter values is quadraticeimtimbera of agents and linear in
the numbero of options and the numbdr of beliefs;it can be calculated asa
(1+20+b ) + & (1+20+b ) = a (a+5) (1+20+b ) parameter values.

Furthermore, interactions between different statesconsidered within the agent-
based modeFirst, the emotions have an effect on the beli#figs influence has been
modelled for the emotion of fear. The personalibaracteristicSaeiierxp, Ghetierpxns
Poelietoxps Dhelierion &N interaction characteristig,eerxpa are assumed to be dynamic,
depending on the fear level. In addition the opjgodirection is modelled: levels of
emotions being influenced by levels of beliefs.dHiyy the impact of levels of beliefs



and emotions related to certain options on levélgentions for these options is
modelled. For more detailed specifications of thiggeractions, see [5]. To model
these interactions, additional person-specific patars are involved:

Uabelieta Kabeliera Mobeliefa adaptation Speed th /7, bfor beliefs

Sa ta steepness and threshold values for adaptation

A optimistic/pessimistibias upon fear

N weight of fear against beliefs

VA fear A weight of informationX for fear

WoEAL weight of the group impact on the emotionAdfor O

Wopa1 weight for the own belief impact on the emotadrA for O
Woia1 weight for the group impact on the intentiorAdbr O
Woea2 weight for own emotion impact on the intentidnAdfor O
WoBA2 weight for the own belief impact on the intentwf for O

These parameters add to the overall number of peesnalues needed, providiBg
+2a +a+a+ba+ 50a=a(b + 50 +7)parameter values. The current model
ASCRIBEMay4 is specialised to the May 4 case aedeflore adds a few parameters,
see Section 4.

3 Case Study: the May 4 Incident

The computational model mentioned above was appbiethe May 4 incident in
Amsterdam (Netherlands). The incident was as fallolw the evening of the 4th of
May, around 20.000 people gathered on Dam Squakensterdam (Netherlands) for
the National Remembrance of the dead. At 19:58 yieely in the Netherlands,
including the crowd on Dam Square were in silerae2f minutes to remember the
dead. The 20.000 people on Dam Square were compatechby fences and officials.
At 20.01 a man in the crowd on Dam Square distthrbssilence by screaming loudly.
People standing around him could see that this lo@ited a bit ‘crazy’ or ‘lost’, and
they did not move. Other people, not within a fewtens of the screaming source,
started to panic and ran away from the man thatassed. The panic spread through
the people that were running away and infected edleér with their emotions and
intentions to flee in a certain direction and dswause of a loud ‘BANG’ that was
heard about 3 seconds after the start of the scr€amen Beatrix and other royal
members present, were escorted to a safe locagarby In total, 64 persons got
injured: broken bones and scrapes, by being pustieda certain direction, or ran
over by the crowd. The police exported the scregmman and got control over the
situation within 2 minutes. After 2%2 minutes, thagter of ceremony announced to
the crowd, that a person had become ill and hagived care. He asked everybody to
take their initial place again, to continue theessony. After this, the ceremony
continued. For a short movie with images from tlie broadcast on Dutch National
Television, see URLhttp://www.youtube.com/watch?v=0cEQp80QjZThis shows
how within two minutes the crowd starts to panid amve.

The actual live broadcast of the National Rememd®aon Dutch National
Television has been acquired in HD-quality. In thideo, one can see the crowd on
Dam Square flee from the perspective shown in Figrhe video includes the cuts




and editing that were done during the live broat, becausehe uncut/u-edited
video material ofll cameras that were filmingat day was not saved.

Fig. 1. Still image of the peoplon Dam Square starting to flee.
The circle on the right bottom indicates the lomatof the yelling persc

From the total broadcast, a short-minute long .mpegnovie was made from tt
moment where the crowd was in silence and a pestsoted to scream loudly. In tt
3-minute movie there are two time slots that werecgssed further, namely the pe
from 11417 seconds and -27 seconds. In these seconds, thee&ra angle frorFig.
1 was visible and the direction and speed of theem®nts of the people could
analysed. These specific parts of 15 seconds ah length were analysed as follov
The 3minute long .mpeg movie was cut into still imagesdetet the location o
people by hand. This was done with a computer pmgecallec FFmpegd: Ten still
images per second were chosen for the cuttinge tablte to detect the movements
running people frame by frame. The location/moventsiection of the cwd was
done as follows: the still images were viewed iporagram called IrFanVie?, where
you can see the coordinates of your mouse clickhenpicture in the upper le
corner.

Thetotal of 130 frame were analysed by hand. In an Excel file all cocates of
selected persona the frames were collected. Not all people in ¢hewd could be
analysed by hand, because of the quantity, but ad®@ause it was not possible
trace every ‘dot’ (person) over multiple still imegy In total 35 persons wetraced.
Persons in different positions of the crowd thatehaimultaneous movements as
people around them were chosen, so these targ@tctailtan represent multip
people around them. The density of the crowd aroanthrget subject was al
acquired which could be used to build a representativgdascale simulation of te
thousands of agentsSince thi exact number of surrounding persaris targeicould
not be distinguishedh the video,3 distinctions in density wemmade: high, mediur
and bw. The size of the circle around the target subjacwhich density wa
measured, is showon the righ in the picture.

1 FFmpeg is a crogslatform program to record, convert and stream @ualid video
http://www.ffmpeqg.org/
2|rFanView is a graphic viewer, sehttp://www.irfanview.com/




The next step was to correct for the angle the cameakes with the floor ad
recalculate the coordinates, into coordinates Wwaild fit into a bird's view on the
Dam Square, perpendicular to the floor. For thensf@amation of the pixels-
coordinates in the image to the location on the mspseen from above, both the
horizontal and vertical distances in pixels betweemers of buildings near the center
of the image were calculated. This was comparel thi¢ real distances in meters to
calculate the average pixels per meter in the infagthe x and y axis near the center
of the image. This method results in a distortion fjoints further away from the
center of the image, however, given the
distance of the camera from the area of
interest and the fact that most of the
movement were in the middle horizontal
band of the image, the distortion is
limited. Eventually, the positions in
meters from corners of the buildings were
translated to the position in pixels on a
600x800 map of the area, using offsets
and scaling. Specifically, the following
formulae are used to translate movements
in pixels to movements in meters;,e%:=
Xpixel | 22 and Yeter = Ypixel / 8. This was
then transformed to the map using the
following formulae:

Xmap: ( Xmeter* 5.15 ) + 136
Ymap: ( ymeter* 515 ) = 167

The bird's eye view perspective used in
the computational model can be seen -
Fig. 2. The resulting 600 by 800 pixel
figure was represented in the simulatic..
in Matlab as a grid of 300 by 400. Locations oftaer obstacles, like buildings and
fences, were also transformed with the formula ftbencamera angle into the bird’s
eye view.

Fig. 2. 600 x 800 pixel image of the
Dam Square

4 Extending and Specialising the Model for the Mayl Case

To tailor the ASCRIBE model towards this domaimuenber of steps were taken.

Case specific statesFirst of all, the relevant states for the agentsehaeen
distinguished. In this case, the emotion, belief mention states relate to the options
for each agent. A total of 9 options are availablduding ‘remain standing’, and
moving in any wind direction (N, NE, E, SE, S, SW, NW). Besides these, there is
an additional belief about the current situatiohisTexpresses how positive a person
judges the current situatio® @ negative judgment, antl a positive judgment).
Finally, the emotions for each of the options dmlémotion fear is represented.



Channel strength.In the scenario described above, the channel shefgtween the
various agents are dependent on the physical totafithe agents. If other agents are
close, the channel strength is high, whereaslavisor 0 in case agents are far apart.
Therefore, a threshold function was used expressitigin which reach agents still
influence each other in a significant manner:

aSBAt) =1-— (l/1+e-s(distanceBA(t) - tdistancé)
Here s and fgistanceare global parameters adttance, is the Euclidean distance
between the positior(ga(t), ya(t)) and(xs(t), ys(t)) of A andB att.

Movement. The movement of the agents directly depends upein ititentions. The
highest feasible intention is selected (in casesrwhcertain movements are
obstructed, the next highest intention is selected) each of the selected optidds
the movementyoemenoPN the x-axis anghoemenoP the y-axis is specified; e.g., the
option for going south means step on the y-axis and none on the X-a%iSementor

0 andymevementoi -1. The actual point to which the agent will movetien calculated
by taking the previous point and adding the movenoérihe agent during a certain
period to that. The movement of the agent depepds the strength of the intention
for the selected option and the maximum speed wiitich the agent can move. If the
intention is maximal (i.e.l) the agent will move with the maximum speed. Iseca
the intention is minimal (i.eQ) the agent will not move. The model that estakelsh
this behaviour is as follows:

XA(H' t) = XA(t) + maX_Spee;d qutention(O)/-(t) xmovement(O'j( t
yA(t+ t) = yA(t) + max_sl)ee;d qutention(O)/-(t) ’Ymovement(oi( t

Here the maximum speedsax_speegdare agent-specific parameters.

5 The Parameter Tuning Method Used

As explained above, the computational model costaitarge number of parameters;
these parameters address various aspects of thesaigwolved, including their
personality characteristics (e.g., expressivengssnness, and tendency to absorb or
amplify mental states), physical properties (emnimum and maximum speed, and
limit of their sight), and characteristics of thewutual interactions (e.g., channel
strength between sender and receiver). The accufathye model (i.e., its ability to
reproduce the real world data as closely as pasitdavily depends on the settings
of these parameters. Therefore, parameter estima@ohniques [12] have been
applied to learn the optimal values for the paranmseinvolved.

In order to determine what is ‘optimal’, first arr@ measure needs to be defined.
The main goal is to reproduce the movements optaple involved in the scenario;
thus it was decided to take the average (Eucliddemtdnce (over all agents and time
points) between the actual and simulated location:




Here,x(a, t, sim)is the x-coordinate of ageatat time pointt in the simulation, and
X(a, t, data)the same in the real data (similarly the y-coaatis). Both are in meters.
Next, the relevant parameters were tuned to redhiseerror. To this end, the
approach described in detail in Section 3 and Rlofvas used. This approach makes
use of the notion o$ensitivityof variables for certain parameter changes. Rgughl
spoken, for a given set of parameter settingsidd@ is to make small changes in one
of the parameters involved, and to observe how suchange influences the change
of the variable of interest (in this case the grrblere, ‘observing’ means running the
simulation twice, i.e., once with the original paseter settings, and once with the
same settings were one parameter has slightly eldarfgrmally, the sensitivit$, p
of change®DX in a variableX to change®P in a parameteP is defined as follows
(note that this sensitivity is in fact the pardrivativeX/TP): S = DX /DP . Based
on this notion of sensitivity, the adaptation prgxas a whole, is an iterative process,
which roughly consists of: 1) calculating sensites for all parameters under
consideration, and 2) using these sensitivitiescaéiculate new values for all
parameters. This second step is done by changioly parameter with a certain
amountDP, which is determined as follow8P = -/ * DX / S¢p. Here,DX is the
deviation found between actual and simulated valueariableX, and/ is a speed
factor. Note that, since in the current cXseepresents the error, the ‘actual value’ of
Xis of coursé, soDX simply equal® in the simulation.

6 Results

This section presents the results of specialisimdj taning the agent-based model
with 35 agents, to the real world data of the Magaldent. The results are presented
for the first part of the data (i.e., seconds 11eithe 3-minute movie). The number
of parameters to tune was large, therefore, beftagting the tuning process, the
settings for a large majority of the parametersenfered at default values (see Table
1). For example, parameters with a relatively snsalhsitivity were left out of
consideration for the tuning process (cf. [2]). Bogse parameters, reasonable default
settings were chosen by hand (based on experir@mtatThe values of the
remaining parameters (among others, the maximuradsfor each individual agent,
the minimum distance within which agents influeeeeh other, and the initial values
of one of the beliefs, see Table 1) were initialid®y hand, but were then adapted
using the parameter tuning approach described énptievious section. The speed
factor / of this tuning process was set @l The initial locations of the agents
involved were taken equal to the locations in thal world data. An overview of all
optimal settings found for the global parameterd e initial variables involved in
the model (cf. [5]) is shown in Table 1. Here, g®ttings shown in the first two
columns were set by hand, and the settings showheitast two columns were found
after tuning. Note that all settings (except thdse maximum speed) were used
globally for all agents.



Table 1. Optimal parameter settings found
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These optimal settings were compared to two otteiants of the model: one

baseline variant in which the agents do not movallaind one variant in which all

agents also make individual decisions, but do mfluénce each other (i.e., no
contagion takes place). For the latter variantpiider to enable a fair comparison,
parameter tuning was applied to find optimal sgtias well. Fig. 3 shows for each of
the three variants how the average error (overag#nts) increases during the
simulation. Note that the error is expressed inemgetAt the first time point, the error
is O (all agents start at their actual position), buerotime the error increases very
quickly in the baseline case, so that the ovenadirage error becomes quite large
(0.87. The overall error found for the tuned model with contagion is much lower

(0.66 i.e., an improvement a24%), and is even lower for the tuned model with
contagion Q.54 i.e., an improvement @&3%).

/
Py —.

Fig. 3. Development of error over the simulation for thveeiants of the model.



This finding provides strong evidence
for the conclusion that incorporating the
contagion makes the model more accurate,
even when it is based on default settings
for the parameters. Note that in the current
scenario, the agents’ movements involve
relatively small steps, compared to the
size of the grid; in case the steps would
have been larger, the difference in
performance between the three models
would be expected to have been bigger as
well.

After the tuning process was finished,
the optimal settings found for all
parameters were used as input for the
simulation model with contagion, to
generate a simulation trace which closely
resembles the real world scenario. Using
visualisation software (written in Matlab),
the simulation trace has been visualised in  Fig. 4. Screenshot of the simulation.
the form of a 2D animation (see Units displayed on the axes are in pixels,
http://www.few.vu.nl/~tbosse/mayy/ A where 5.15 pixels eauals 1 me
screenshot of the animation is shown in Fig. 4.etiéne lines represent fences that
were used to control the crowd, the large circlpresents the monument on the
square (see Fig. 1 for the actual situation), &edoig dots represent corners of other
buildings. The plus sign on the right indicates ltheation of the screaming man. The
small dots represent the actual locations of thep&8ple in the crowd that were
tracked, and the stars represent the locationsh@fcbrresponding agents in the
simulation. Even at the end of the simulation (Bag 4), the distances between the
real and simulated positions are fairly small.

7 Discussion

This paper has two main contributions. Firstlypiesents how empirical data has
been extracted from available video material anthegis reports of the May 4
incident in Amsterdam. Qualitative data about escpgnics are rare [4]. Based on
these data, it is possible to compare models fmvdrbehaviour with qualitative data
of a real panicking event. Second, an existing egased model for describing group
behaviour involving contagion of emotion, beliefdaimtention, ASCRIBE [5], has
been adapted to construct a model for behaviows trowd when a panic spiral
occurs. Experiments have been performed with twiamts of the model. In one
variant parameters related to contagion were setugh a way that there was no
contagion at all; in this case the movement ofvittilials is only determined by their
individual state. In the other variant, mutual irghcing took place because emotions,
beliefs and intentions were spreading to persorarbye When comparing the



simulations of both variants of the model with thest optimal settings for the other
parameters, the variant with contagion had18fo lower average error rat®.64
instead 0f0.66). Thus, it is shown that the contagion of emotiggmsan essential
element to model the behaviour of crowds in paiti@tions.

Several models for crowd behaviour have been pteddry other researchers. An
influential paper has been [4], in which a mathaeca&tmodel for crowd behaviour in
a panic situation is presented, based on physiesrids and socio-psychological
literature. This model is based on the principlepafticle systems, in which forces
and collision preventions between particles areoirtgmt. This approach is often used
for simulating crowd behaviour in virtual environnte [11, 14]. In [3] the model of
[4] is extended by adding individual characteristto agents, such as the need for
help and family membership. In both models, theeero individual emotion, belief
and intention states that play a role. In contrast, [7] an agent has an
‘emotional_status’, which determines whether agergkk together (i.e. it influences
group formation). The emotional status of an agamt change when to agents meet.
An even further elaborated role of emotional angchslogical aspects in a crowd
behaviour model can be found in [8]. In this modadyeral psychological aspects
influence the decision making of individual agerits, example, motivation, stress,
coping, personality and culture. In none of the eisdpresented above, there is
contagion of emotional or other mental states betwpeople. Also, no evaluation
with real qualitative data has been performed. @inthe most developed tools for
crowd simulation, which also incorporates mentaltest, is ESCAPES [13]. This
system, which specifically targets evacuation sbiesahas several similarities with
the approach shown here. Future work will explbee fiossibilities to incorporate the
detailed mechanisms for contagion of mental statesented here into ESCAPES.

Moreover, in the future, further parameter tuningeriments are planned to study
the effect of the parameters that were fixed asawefvalues in the current
experiments. The aim is to explore whether evenemealistic simulations can be
achieved by exploiting the details of the modeldontagion of emotions, beliefs and
intentions in a more differentiated form.
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