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Abstract.  An approach for handling the complex dynamics of a multi-agent system is based on 

distinguishing aggregation levels. The behaviour at a given aggregation level is specified by a 

set of dynamic properties at that level, expressed in some (temporal) language. Such 

behavioural specifications may be complex and difficult to analyse. To enable automated 

analysis of system specifications, a simpler format is required. To this end, a specification at a 

lower aggregation level can be created, describing basic steps in the processes of a system. This 

paper presents a method and tool to support the automated creation of such a specification, as a 

refinement of a given higher level specification. The generated specification has a simple 

format which can easily be used for analysis. This paper describes an approach for automated 

verification of logical consequences of specifications using model checking techniques. 
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1   Introduction 

Often the dynamics of a multi-agent system is described by a behavioural temporal specification, which 

consists of dynamic properties of elements of the system (i.e., agents, interaction relations, and an 

environment). Usually, these properties are expressed as formulae in some (temporal) language. Even if 

the behavioural description of a single element is simple, the overall dynamics of the multi-agent system 

is often difficult to analyze (e.g., to establish the satisfaction of some crucial general properties of the 

system given the description of the local dynamics of its elements). With the increase of the number of 

elements within the multi-agent system, the complexity of the dynamics of the system grows 

considerably. In order to analyze the behaviour of a complex multi-agent system (e.g., for critical domains 

such as air traffic control and health care), appropriate approaches for handling the dynamics of the multi-

agent system are important. One of the approaches for managing complex dynamics is by representing a 

multi-agent system as a composite component-based system, in which different aggregation levels can be 

distinguished. Then, such systems can be analyzed using generic analysis techniques for component-

based systems (e.g., software programs); e.g., (Jonker and Treur, 2002). In the component-based 

representation of a multi-agent system at the lowest aggregation level a component is an agent or an 

environmental object (e.g., a database). A component that represents an agent is able to interact with 

other components and with the environment, and may have internal states that correspond to internal 

states of the agent. Further, at higher aggregation levels a component has the form of either a group of 

agents or a multi-agent system as a whole. A grouping of components in higher level components may be 

based on diverse principles: e.g., similarity of tasks performed by components, intensity of 

communication between components, behavioural similarity of components. In the simplest case two 

levels can be distinguished: the lower level at which agents interact and the higher level, where the whole 

multi-agent system is considered as one component. In the general case the number of aggregation levels 

is not restricted.  
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At every aggregation level the behaviour of a component is described by a set of dynamic properties. 

To specify dynamics properties of components, the reified predicate logic temporal language (Galton, 

2006) is used in this paper. Using the state language of the reified temporal predicate logic one can 

specify diverse aspects and features of a multi-agent system (e.g., cognitive states, deontic aspects, norms, 

interaction possibilities). Furthermore, also temporal relations with a numerical representation of time on 

internal and externally observable states of agents are possible to express using the reified temporal 

predicate logic. In contrast to different variants of modal logic dedicated to multi-agent systems (Bordini 

et al., 2004; Fisher, 2005), the reified temporal predicate logic does not contain syntactical elements 

dedicated to multi-agent systems in particular. Nevertheless, the reified temporal predicate logic provides 

to the designer the possibility to introduce necessary aspects and constructs as a part of the state ontology 

for all or particular agents, as has been demonstrated in many applications (cf. Bosse et al, 2009). 

The dynamic properties of components of a higher aggregation level may have the form of a few 

temporal expressions of high complexity. At a lower aggregation level a system is described in terms of 

more basic steps. This usually takes the form of a specification consisting of a large number of temporal 

expressions in a simpler format. Furthermore, the dynamic properties of a component of a higher 

aggregation level can be logically related by an interlevel relation to dynamic properties of components 

of an adjacent lower aggregation level. This interlevel relation takes the form that a number of properties 

of the lower level logically entail the properties of the higher level component. 

Identifying interlevel relations is usually achieved by applying informal or semi-formal early 

requirements engineering techniques; e.g., i* (Marcio Cysneiros and Yu, 2002) and SADT (Marca, 1988). 

To formally prove that the identified interlevel relations are indeed correct, model checking techniques 

(Clarke, Grumberg and Peled, 1999; McMillan, 1993) may be of use. The idea is that the lower level 

properties in an interlevel relation are used as a system specification, whereas the higher level properties 

are checked for this system specification. However, model checking techniques are only suitable for 

systems specified as finite-state concurrent systems. In the general case, at any aggregation level a 

behavioural specification for a multi-agent system component consists of dynamic properties expressed 

by possibly complex temporal relations, which do not allow direct application of automatic model 

checking procedures. In order to apply model checking techniques it is necessary to transform an original 

behavioural specification of the lower aggregation level into a model based on a finite state transition 

system. To obtain this, as a first step, a behavioural description for the lower aggregation level is replaced 

by one in executable temporal format. A software environment has been developed to automate this 

process. After that, using an automated procedure an executable temporal specification is translated into a 

general finite state transition system format that consists of standard transition rules. In general, a 

representation in the form of a finite state transition system is required by many existing verification and 

simulation tools (e.g., model checkers). However, specific input formats of such tools differ. To address 

this issue, an intermediate general finite state transition system format is introduced, which can be 

translated easily into the input formats of a particular tool. In this paper it is shown how a specification in 

this general format is translated into the input format of the SMV model checker. Using model checking 

techniques (SMV in particular), it is possible to prove (or refute) automatically that the interlevel 

relations between dynamic properties of adjacent aggregation levels expressed as specification in some 

temporal language hold. 

Moreover, besides model checking, executable specifications can be analyzed using other available 

logical techniques and supporting software environments such as causal-temporal modelling approaches 

(e.g., LEADSTO; Bosse et al., 2007), modal temporal logic (e.g., MetateM; Fisher, 1996), monodic first-

order logic (Hodkinson, Wolter and Zakharyaschev, 2000), and the guarded fragment of predicate logic 

(Andreka, Benthem and Nemeti, 1998).  

The paper is organized as follows. In Section 2 the concepts for formal specification of the dynamics of 

multi-agent system components and the reified predicate logic temporal language used are briefly 

introduced. After that, in Section 3 an overview of the transformation procedure from a behavioural 

specification into a specification in an executable format is described and illustrated by means of an 
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example. Sections 4-7 describe in more detail the different steps of the procedure. Transformation of an 

executable specification into a finite state transition system description is described in Sections 8 and 9. 

Section 10 describes a case study on verification of interlevel relations in the multi-agent system for co-

operative information gathering. Some complexity considerations of the proposed transformation 

procedure are presented in Section 11. In Section 12 the implementation details of the described 

transformation procedure are discussed. Section 13 shows how an executable specification can easily be 

used to perform analysis using one of four different available logical techniques and supporting software 

environments: LEADSTO, Propositional Modal Temporal Logic and MetateM, Monodic First-Order 

Temporal Logic, and the Guarded Fragment of Predicate Logic. Section 14 discusses the related 

literature. The paper ends with a discussion in Section 15.  

2   Temporal Specification of Dynamic Properties  

In this section first the temporal modelling approach adopted is discussed in Section 2.1. This approach is 

based on the reified temporal predicate logic. After that modelling dynamics of components, in which a 

multi-agent system may be clustered, using the adopted approach is considered in Section 2.2. 

2.1  The Temporal Modelling Approach Adopted 

From the philosophical perspective Galton (2003) considers two main streams in temporal logic: modal 

logic approaches to temporal logic (developed mainly within Computer Science), and predicate logic 

approaches to temporal logic (developed mainly within AI). In (Galton, 2006) he addresses different 

approaches in the latter stream in more detail. Two substreams distinguished are the use of temporal 

arguments within domain predicates, and the reification approach, where state properties are represented 

not by statements but by terms in the language, and predicates are used to express temporal structure over 

these term expressions. In this approach part of the model theory is incorporated in the language. This 

reification approach to predicate logical temporal modelling is the approach adopted here. A basic 

predicate used in this approach is the holds_at predicate: 

 
holds_at(p, t) 

 

means that state property p holds at time point t. The model theory notation for this is 

 
 γ, t |= p 

 

where γ is a model representing a possible trace of the process (i.e., a sequence of states indexed by the 

time frame). The notion of a trace in the reification approach has a meaning similar to the notion of a path 

in LTL (Clark et al., 1999). However, in contrast to LTL, numerical time values may be associated with 

each state in the reification approach. 

 

One of the features of the language used is that the trace γ indicated above also can be represented (by a 

constant or a variable) as a first class citizen in the language. So, as a variant of 

 
holds_at(p, t) 

 

the expression 

 
holds_at(p, γ, t) 

 

means that state property p holds in the state of trace γ at time point t, also denoted in an infix notation by 

 
 state(γ, t) |= p 
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This feature gives the possibility to quantify over traces and to compare traces, which can be useful and 

even necessary when adaptive behaviour is analysed. Quantification over traces has a meaning similar to 

path quantification in CTL (Clark et al., 1999), which is not possible in LTL. For example, a property 

such as ‘the more exercising, the more skill’ compares two traces, one with less and one with more 

exercising. Another example of such a property is trust monotonicity: ‘the better the experiences, the 

higher the trust’. However, in the current paper these trace-related features of the language are left out of 

consideration. The subset of the language considered here does not include quantification over traces; 

when the argument γ occurs in a formula, it will be considered a fixed constant; thus an expression such 

as holds_at(p, γ, t) or state(γ, t) |= p is equivalent to (and can be replaced by) holds_at(p, t), which is the more 

standard expression in reified predicate logic approaches to temporal modelling. In the following we shall 

use t with subscripts and superscripts for variables of the sort TIME; and γ with subscripts and superscripts 

for variables of the sort TRACE. 

2.2  Modelling Dynamics of Components Using the Reified Temporal Predicate Logic 

Components can be active (e.g., an agent) or passive (e.g., database). An active component represents an 

autonomous entity that interacts with the environment and with other components. The environment can 

be considered as a set of passive components with certain properties and states. Components interact with 

each other via input and output (interface) states. State properties of a component are expressed as terms 

using a standard many-sorted first-order predicate language with a signature, which consists of a number 

of sorts, sorted constants, variables, functions and predicates. Specifically, to express state properties 

every component A has assigned an interaction state ontology InteractionOnt(A) for its input and output 

states. This ontology contains such sorts as STATE (a set of all state names of a system), TRACE (a set of all 

trace names; a trace or trajectory can be thought of as a timeline with a state for each time point), 

STATPROP (a set of all state property names), and VALUE (an ordered set of numbers).  

At its input an active component receives observations from an environment or communications from 

other components whereas at its output it generates communications to other components or actions in an 

environment. Within an agent system context, using an ontology InteractionOnt one can define 

observations of state properties by a component (by function observed: STATPROP  → STATPROP), 

communications (by function communicated: STATPROP  → STATPROP), and actions (by function output: 

STATPROP  → STATPROP). To indicate that a component has a state, the function has_state: COMPONENT 

x STATPROP → STATPROP is used. For example, the observation of a component A of the movement of 

another component B from the position p1 to the position p2 can be specified by has_state(A, 

observed(moved_to_from(B, p1, p2))). 
As in the approach described in Section 2.1 the statement that a state property p holds at a time point t 

is formalized using the reified temporal predicate logic: holds_at(p, t). 

In the formulae of the reified temporal predicate logic the formulae of the state language are used as 

objects. For every sort S from the state language the following sorts of the reified temporal predicate 

language exist: the sort SVARS, which contains all variable names of sort S; the sort SGTERMS, which contains 

names of all ground terms, constructed using sort S; sorts SGTERMS and SVARS are subsorts of sort STERMS. To 

provide names of state language formulae ϕ in the reified logic the operator (*) is used (written as ϕ*), 

which maps variable sets, term sets and formula sets of the state language to the elements of sorts of the 

reified logic S
GTERMS, S

TERMS, S
VARS and STATPROP. The set of function symbols of reified temporal 

predicate logic includes ∧, ∨, →, ↔: STATPROP x STATPROP→ STATPROP; not: STATPROP→ STATPROP, ∀∀∀∀, ∃∃∃∃: 

S
VARS 

x STATPROP→ STATPROP, which are counterparts of Boolean connectives and quantifiers in the state 

language. Further we shall use ∧, ∨, →, ↔ in infix notation and ∀∀∀∀, ∃∃∃∃ in prefix notation for better 

readability. The terms of the reified temporal predicate logic are constructed by induction in a standard 

way from variables, constants and function symbols typed with all before mentioned sorts.  
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Notice that also within states statements about time can be made (e.g., in state properties representing 

memory). To relate time within a state property (sort LTIME) to time external to states (sort TIME) a 

function present_time: LTIME
TERMS

→ STATPROP is used. Here time is assumed to have the properties of 

correctness and uniqueness: 

Uniqueness of time 

This expresses that present_time(t) is true for at most one time point t: 
∀t, t'' holds_at(present_time(t''), t) ⇒ ∀t', t'≠t'' ¬holds_at(present_time(t'), t)  

Correctness of time 

This expresses that present_time(t) is true for the current time point t: 
∀t holds_at(present_time(t), t) 

Furthermore, for the purposes of this paper it is assumed that LTIME
GTERMS

=TIME and LVALUE
GTERMS

=VALUE 

(LVALUE is a sort of the state language, which is a set of numbers). We shall use u with subscripts and 

superscripts to denote constants of sort LTIME
VARS. For formalising relations between sorts VALUE and TIME 

function symbols –, +, /, •: TIME x VALUE→ TIME are introduced. And for sorts LVALUE
TERMS and LTIME

TERMS the 

function symbols –, +, /, • are overloaded: LTIME
TERMS

 x LVALUE
TERMS 

→ STATPROP. 

Temporal relations between state properties at different points in time are described by dynamic 

properties, which are expressed by formulae. The set of atomic formulae of the reified temporal predicate 

logic is defined as: 
(1) If v1 is a term of sort STATE, and u1 is a term of the sort STATPROP, then holds_at(v1,u1) is an atomic formula. 

(2) If τ1, τ2 are terms of any sort of the reified temporal predicate logic, then τ1=τ2 is an atomic formula.  

(3) If t1, t2 are terms of sort TIME, then t1<t2 is an atomic formula.  

The set of well-formed formulae of the reified temporal predicate logic is defined inductively in a 

standard way using Boolean connectives and quantifiers.  

Dynamic properties to model a behavioural specification are assumed to be specified in the form of a 

logical implication from a temporal input pattern to a temporal output pattern. The consequent parts of 

dynamic properties do not contain any disjunctions, which is a necessary assumption for enabling 

verification of a system using existing model checking techniques and tools. Past, interval and future 

statements that can be used to formalize input and output temporal patterns are defined as follows: 

a) A past statement for a trace γ and a time point t over state ontology Ont is a temporal statement ϕp(γ,t) in 

the reified temporal predicate logic, such that each time variable s different from t is restricted to the time 

interval before t: for every time quantifier for a time variable s a restriction of the form s ≤t, or s<t is 

required within the statement.  

b) A future statement for a trace γ and a time point t over state ontology Ont is a temporal statement ϕf(γ,t) 

in the reified temporal predicate logic, such that for every quantified time variable s, different from t a 

restriction of the form s≥t, or s>t is required within the statement.  

c) An interval statement for a trace γ and time points t1 and t2 over state ontology Ont is a temporal 

statement ϕ(γ,t1,t2) in the reified temporal predicate logic that is a past statement for t2 and a future 

statement for t1. 

 

For example, the following dynamic property describes a communication between components A and 

B: for all time points if component A receives a request for information from component B at its input, 

then at a later time point it will produce an answer for component B at its output. Formally: 

 
    ∀t1 [ holds_at(has_state(A, communicated(request_from_to_for(B, A, info))), t1) 

⇒ ∃t2 t2>t1 & holds_at(has_state(A, obs_focus_from_to_for(A, B, answer))), t2) ]  

Furthermore, one can also specify temporal statements that describe some temporal patterns of 

environment processes. For example, the dynamic property expressing that the temperature of location l1 

in the environment is rising between time points t1 and t2 can be formalized as 
 

∀t, t'  ∀c1,c2 [ t1≤t≤t'≤t2 & holds_at(has_state(l1, temperature(c1)), t)  &  holds_at(has_state(l1, temperature(c2)), t’)  ⇒ c1≤c2 ] 



 6

Environmental states may be (partially) observable by components. Observation of the environmental 

states by a component can be specified as a three-step process: 
(1) A component sends an observation focus for some information to the environment and the environment 

receives it. 

(2) The environment generates information for the observation focus (i.e., the observation result) for the 

component-requester (e.g., the result that an information chunk from the observation focus is valid). 

(3) The provided observation result is received by the component-requester. 

These steps are formalized by dynamic properties in an example of a multi-agent system for co-

operative information gathering considered in the following Section 3. 

3   Overview of the Transformation Process 

The procedure as described in a nutshell in this section achieves the transformation of an external 

behavioural specification for a multi-agent system component into executable format, and subsequently 

into a finite state transition system description. An external behavioural specification of a multi-agent 

system component is defined as follows.  

 

Definition 3.1 (External Behavioural Specification) 

An external behavioural specification for a multi-agent system component consists of dynamic properties 

ϕ(γ,t) expressed in the reified temporal predicate logic of the form  

ϕp(γ,t) ⇒ ϕf(γ, t)  

where ϕp(γ, t) is a past statement over the interaction ontology and ϕf(γ, t) is a future statement. The future 

statement is represented in the form of a conditional behaviour:  

ϕf(γ, t) ⇔ ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕbh(γ, t1)],  

where ϕcond(γ, t, t1) is an interval statement over the interaction ontology, which describes a condition for 

some specified action(s) and/or communication(s), and ϕbh(γ, t1) is a (conjunction of) future statement(s) 

for t1 over the output ontology of the form holds_at(a, γ, t1+c), for some integer constant c and action or 

communication a.  

 
 

 

 

 

 

 

Figure 1. Graphical illustration of the structure of a formula from an external behavioural specification. In the 

illustration p1, p2 and p3 represent state properties that hold at the time points t’, t’’ and t’’’ correspondingly, and a1, a2 

are the actions executed at time points t1+c1 and t1+c2 correspondingly. 

 

When a past formula ϕp(γ,t) that describes in Figure 1 a temporal pattern over state properties p1 and p2 

at time points t’ and t’’, is true for γ at time t, a potential to perform one or more action(s) (a1 and a2 in 

Figure 1) and/or communication(s) exists. This potential is realized at time t1 when the condition formula 

ϕcond(γ,t,t1) specified in Figure 1 over a state property p3 that holds at t’’’, becomes true, which leads to the 

action(s) and/or communication(s) being performed at the time point(s) t1+c indicated in ϕbh(γ,t1) (t1+c and 

t1+c2   in Figure 1). 

The term ‘external’ refers to the fact that such a specification is merely based on the interaction state 

ontology, no other (e.g., no internal or hidden) state ontology is assumed. An external behavioural 

specification can include arbitrarily complex temporal relationships. In contrast, an executable 

ϕp(γ,t) ϕcond(γ, t, t1) ϕbh(γ, t1) 

        a2            a1 p1 p3 p2 

t1+c2 t1+c1 t1 t t' t" t"' 
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specification consists of a set of dynamic properties in a more simple executable temporal language, 

representing transition-like temporal relations between pairs of states. A dynamic property in executable 

format relates a state property that holds at some time point to the same or different state property that 

holds at the same or different time point. Specifications in such a format can be used directly for 

simulation and other types of automated analysis. 

 

Definition 3.2 (Executable Format) 

A temporal formula is in executable format if it has one of the following forms, for all properties X and Y 

with X ≠ Y, and integer constant c. 

(1) ∀t holds_at(X, γ, t) ⇒ holds_at(Y, γ, t+c)    (states relation property) 

(2) ∀t holds_at(X, γ, t) ⇒ holds_at(X, γ, t+1)   (persistency property) 

(3) ∀t holds_at(X, γ, t) ⇒ holds_at(Y, γ, t)       (state relation property) 

 

The next step is to define when a specification in executable format is a refinement of a given external 

behavioural specification. First the following definition is needed. 

Definition 3.3 (Coinciding Traces) 

Two traces γ1, γ2 coincide on ontology Ont denoted by a predicate symbol  

coincide_on: TRACE x TRACE x ONTOLOGY  

where ONTOLOGY is a sort that contains all names of ontologies, if and only if 

∀t ∀a∈STATATOMOnt    [ holds_at(a, γ1, t)  ⇔  holds_at(a, γ2, t) ] 

Here STATATOMOnt ⊆ STATPROPOnt is the sort which contains all names of ground atoms expressed in terms 

of Ont. 

 

The notion of refinement as expressed in the following Definition plays a central role in this paper. 

Definition 3.4 (Refinement of an External Dynamic Property) 

Let ϕ(γ, t) be an externally observable dynamic property. An executable specification π(γ, t) refines ϕ(γ, t) iff 

(1) for any trace γ: ∀t  π(γ, t)  ⇒  ϕ(γ, t) 

(2) for any trace γ1  exists trace γ2∀t [ ϕ(γ1, t)  ⇒  coincide_on(γ1, γ2, InteractionOnt(A)) & π(γ2, t) ]  

 

Note that this definition achieves that if π(γ, t) refines ϕ(γ, t) and γ is a trace generated in accordance with 

π(γ, t) then by (1) it follows that this trace satisfies ϕ(γ, t). This means that simulation traces generated on 

the basis of specification π(γ, t) are simulation traces for ϕ(γ, t). Moreover, (2) guarantees that every trace 

for ϕ(γ, t) can be obtained in this manner. This shows that analysis by simulation of ϕ(γ, t) can be done 

based on π(γ, t). For another type of analysis, namely verification of logical consequences, first a theorem 

is needed. This theorem needs the following Lemma. 1 

 

Lemma 3.1 (Coinciding Traces) 

Let ϕ(γ, t) be a dynamic property expressed using the state ontology Ont. Then the following hold: 

(1) coincide_on(γ1, γ2, Ont)  & coincide_on(γ2, γ3, Ont)  ⇒ coincide_on(γ1, γ3, Ont)   

(2) coincide_on(γ1, γ2, Ont)  ⇒  [  ϕ(γ1, t)  ⇔   ϕ(γ2, t)  ]. 

 

                                                                 

1
 Proofs of lemmas, propositions and theorems given in this paper are provided in Appendix A 
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Corollary 3.1 (Equivalence of formulae) 

For any past interaction statement ϕp(γ, t) and future interaction statement ϕf(γ, t) and traces  γ1 and γ2 the 

following holds: 

coincide_on(γ1, γ2, InteractionOnt) ⇒  [ ϕp(γ1, t) ⇔ ϕp(γ2, t) & ϕf(γ1, t) ⇔ ϕf(γ2, t) ] 

 

Theorem 3.1 (Refinement Implies the Same Consequences) 
If the executable specification π(γ, t) refines the external behavioural specification ϕ(γ, t) of a multi-agent 

system component, and ψ(γ, t) is a dynamic interaction property of the multi-agent system component in 

its environment, expressed using the interaction ontology, then for any trace γ 

[ π(γ, t)   ⇒  ψ(γ, t) ]  ⇔    [ ϕ (γ, t)   ⇒  ψ(γ, t) ] 

 

Theorem 3.1 shows that when π(γ, t) refines ϕ(γ, t), verification of logical consequences of ϕ(γ, t) can be 

done by verification of logical consequences of π(γ, t). Therefore, summarizing, when a refinement of ϕ(γ, 

t) has been obtained, analysis is supported of ϕ(γ, t) both by simulation and by verification of logical 

consequences.  

In Section 7 it will be proven that every external behavioural specification can be refined into an 

executable specification. To obtain this refinement, an automated transformation procedure can be used 

as described briefly below and in more detail in Sections 4 to 7. 

For transformation of an external behavioural specification into executable format, postulated internal 

states of the system are used. Internal states of a component or system A are described using a postulated 

internal state ontology InternalOnt(A). In Cognitive Science, which has been used as a source of inspiration, 

it is often assumed that an agent maintains a memory in the form of some internal model of the history; 

e.g., (Dennett, 1991; Damasio, 2000). Furthermore, we assume that internal states are formed on the basis 

of (input) observations (sensory representations) or communications. For this the function symbol  

 
memory: LTIME

TERMS 
x STATPROP → STATROP  

 

is used. For example,  

 
memory(t, observed(a))  

 

expresses that the component has memory that it observed a state property a at time point t. By 

identifying specific time points in the memory states an ordering of information about past events is 

preserved in the memory of a component. Before performing an action or communication it is postulated 

that a component creates an internal preparation state. For example, preparation_for_output(b) represents a 

preparation of a component to perform an action or a communication b. Each dynamic property in the 

internal behavioural specification is specified in executable form. 

To transform an external behavioural specification of a multi-agent system component into the 

executable format, a procedure sketched below is used. 

 

The Transformation Procedure: Brief Outline 

Let ϕ(γ,t) be a non-executable dynamic property from an external behavioural specification for the multi-

agent system component, for which an executable representation should be found.  

(1) Identify the set Tho→m of executable temporal properties, which describe transitions from interaction states to 

memory states (Section 4) (for a graphical representation of relations between the states considered in this 

procedure see Figure 2).  

(2) Identify the set Thm→p of executable temporal properties, which describe transitions from memory states to 

preparation states for output (Section 5). 
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(3) Identify the set Thp→o of executable properties, which describe the transition from preparation states to the 

corresponding output states (Section 6). 

(4) From the sets of executable properties, identified during steps 1-3, construct the specification π(γ,t) =  Tho→m ∪ 

Thm→p ∪ Thp→o (considered as conjunction), which describes a refinement of ϕ(γ,t) (Section 7). 

 

Using the procedure, a non-executable dynamic property is transformed in a number of executable 

properties. These properties can be seen as an execution chain, which describes the dynamics of the non-

executable property. In this chain each unit generates intermediate states, used to link the following unit.  

In particular, by executing the step 1 a number of properties are created to generate and maintain memory 

states. These memory states are used to store information about the past dynamics of components, which 

is available afterwards at any point in time. At the steps 2 and 3 executable properties are created to 

generate preparation for output and output states of components. In these properties temporal patterns 

based on memory states are identified required for generation of particular outputs of components. At the 

step 4 all created properties are combined in one executable specification.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. A graphical representation of relations between interaction states described by a non-executable dynamic property and 

internal states described by rules from the executable theories Tho→m, Thm→p  and Thp→o. Here p1, p2 and p3 represent state 

properties that hold at time points t’, t’’ and t’’’; the memory states specified over these state properties are memory(t’, p1), 

memory(t’, p2) and memory(t’, p3); a1 and a2 are output states; preparation states for these output states are 

preparation_for_output(t1+c1, a1) and preparation_for_output(t1+c2, a2); qmem and qcprep are normalized memory and conditional 

preparation state formulae and qcond(t) and qcpret are normalized condition state formula and preparation state formula used to 

specify transitions from memory states to preparation states for output. 

 

The details of the proposed procedure are described in the next four sections by means of an example, 

in which a multi-agent system for co-operative information gathering is considered at two aggregation 

levels. At the higher level the multi-agent system as a whole is considered. At the lower level four 

components and their interactions are considered: two information gathering agents A and B, agent C, and 

environment component E representing the external world. Each of the agents is able to acquire partial 

information from an external source (component E) by initiated observations. Each agent can be reactive 

or proactive with respect to the information acquisition process. An agent is proactive if it is able to start 

information acquisition independently of requests of any other agents, and an agent is reactive if it 

requires a request from some other agent to perform information acquisition.  

Observations of any agent taken separately are insufficient to draw conclusions of a desired type; 

however, the combined information of both agents is sufficient. Therefore, the agents need to co-operate 

to be able to draw conclusions. Each agent can be proactive with respect to the conclusion generation, 

i.e., after receiving both observation results an agent is capable to generate and communicate a conclusion 

to agent C. Moreover, an agent can be request pro-active, meaning that the agent may initiate a request for 

ϕp(γ,t) ϕcond(γ, t, t1) ϕbh(γ, t1) 

       a2            a1 p1 p3 p2 

t1+c2 t1+c1 t1 t t' t" t"' 

memory(t', p1) 

memory(t”, p2) 

memory(t'”, p3) preparation_for_output(t1+c1, a1) 

preparation_for_output(t1+c2, a2) 

 

qmem 

qcprep 

qcond(t) 

qprep 

external 

specification 

ϕ(γ, t)   
 

interaction 

states 

 

 
internal  

states 

 

internal 

specification 

π(γ, t)   Tho→m  Thm→p  Thp→o 
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information from another agent, and an agent can be pro-active or reactive in provision of (already 

acquired) information to the other agent. 

For the lower-level components of the multi-agent system, a number of dynamic properties were 

identified and formalized as it is shown below. In the formalization the variables A1 and A2 are defined 

over the sort AGENT
TERMS, the constant E belongs to the sort ENVIRONMENTAL_COMPONENT

GTERMS, the variable 

IC is defined over the sort INFORMATION_CHUNK
TERMS, the constants IC1, IC2 and IC3 belong to the sort 

INFORMATION_CHUNK
GTERMS

 and the constant C belongs to the sort AGENT
TERMS. 

 

DP1(A1, A2) (Effectiveness of information request transfer between agents) 

If agent A1 communicates  a request for an information chunk to agent A2 at any time point t1, then this request will 

be received by agent A2 at time point t1+c. Formally: 
 

 ∀IC∀t1 [ holds_at(has_state(A1, communicated(request_from_to_for(A1, A2, IC))), t1)   

⇒ holds_at(has_state(A2, communicated(request_from_to_for(A1, A2 , IC))), t1+c)  

DP2(A1, A2) (Effectiveness of information transfer between agents) 
If agent A1 communicates information chunk to agent A2 at any time point t1, then this information will be received 

by agent A2 at the time point t1+c. Formally: 

    ∀IC∀t1 holds_at(has_state(A1, communicated(message_from_to(A1, A2, IC))), t1)  

⇒   holds_at(has_state(A2, communicated(message_from_to(A1, A2, IC))), t1+c) ]  

DP3(A1, E) (Effectiveness of information transfer between an agent and environment) 

If agent A1 communicates an observation request to the environment at any time point t1, then this request will be 

received by the environment at the time point t1+c. Formally: 

    ∀IC∀t1 [holds_at(has_state(A1, obs_focus_from_to_for(A1, E, IC))), t1)  

⇒  holds_at(has_state(E, observed(obs_focus_from_to_for(A1, E, IC))), t1+c) ]   

DP4(A1, E) (Information provision effectiveness) 
If the environment receives an observation request from agent A1 at any time point t1 for a particular chunk of 

information and this chunk is valid in the environment, then the environment will generate the result for this request 

that comprise this chunk of information (meaning that the chunk is valid) at the time point t1+c. Formally: 

∀IC∀t1 [ holds_at(has_state(E, observed(obs_focus_from_to_for(A1, E, IC))), t1) & holds_at(has_state(E, valid_information(IC)), t1) 

  ⇒  holds_at(has_state(E, observed(provide_result_from_to(E, A1, IC))), t1+c) ]  

DP5(E, A1) (Effectiveness of information transfer between environment and an agent) 

If the environment generates a result for an agent's information request at any time point t1, then this result will be 

received by the agent at the time point t1+c. Formally: 

    ∀IC∀t1 [ holds_at(has_state(E, observed(provide_result_from_to(E, A1, IC))), t1)  

⇒  holds_at(has_state(A1, observed(provided_result_from_to(E, A1, IC))), t1+c) ]  

DP6(A1, A2) (Information acquisition reactiveness) 

If agent A2 receives a request for an information chunk from agent A1 at any time point t1, then agent A2 will generate 

a request for this information to the environment at the time point  t1+c. Formally: 

    ∀IC∀t1 [ holds_at(has_state(A2, communicated(request_from_to_for(A1, A2, IC))), t1) 

⇒ holds_at(has_state(A2, obs_focus_from_to_for(A2, E, IC)), t1+c) ]  

DP7(A1, A2) (Information provision reactiveness) 

If exists a time point t2 when agent A2 received a request for a chunk of information from agent A1, then for all time 

points t1 when the requested information is provided to agent A2, this information will be further provided by agent 

A2 to agent A1 at the time point t1+c. Formally: 

    ∀IC [  ∃t2 [ t2 ≤t &  holds_at(has_state(A2, communicated(request_from_to_for(A1, A2, IC))), t2) ]] 

⇒ ∀t1 [  t<t1 & holds_at(has_state(A2, observed(provided_result_from_to(E, A2, IC))), t1) ⇒  
holds_at(has_state(A2, communicated(message_from_to(A2, A1, IC))), t1+c) ]  ] 

DP8(A1, A2) (Conclusion proactiveness) 

For any time points t1 and t2, if agent A1 receives a result for its observation request from the environment at t1 and it 

receives information required for the conclusion generation from agent A2 at t2, then agent A1 will generate a 

conclusion based on the received information to agent C at a time point t4 later than t1 and t2. Formally:  
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∀IC1, IC2  [  ∀t1, t2   t1≤t & t2≤t & holds_at(has_state(A1, observed(provided_result_from_to(E, A1, IC1))), t1) &  
holds_at(has_state(A1, communicated(message_from_to(A2, A1, IC2))), t2)  

⇒ ∃IC3, t4>t [ holds_at(has_state(A1, communicated(message_from_to(A1, C, IC3))), t4) ] ] 

DP9(A1, E) (Information acquisition proactiveness) 
At some time point an observation request is generated by agent A1 to the environment. Formally: 

    holds_at(has_state(A1, obs_focus_from_to_for(A1, E, IC1)), c) 

DP10(A1, A2) (Information request proactiveness) 

At some time point a request for an information chunk is communicated by agent A1 to agent A2. Formally: 

    holds_at(has_state(A1, communicated(request_from_to_for(A1, A2, IC2))), c) 

DP11 (Information chunks valid in the environment) 

For all time points the chunks of information IC1 and IC2 are valid in the environment. 

    ∀t holds_at(has_state(E, valid_information(IC1)) ∧ valid_information(IC2)), t) 

Notice that most of the properties in the behavioural specification above (e.g., DP1, DP2) are already 

specified in executable format. Therefore, as an illustration the transformation procedure is applied to 

properties such as DP7 and DP8 which are non-executable (i.e., are not specified in the executable format 

and establish the relations between multiple states over time). To illustrate the required transformation the 

dynamic property DP7(A1, A2) with the instantiation of the variables A1 ← A and A2 ← B has been chosen. 

Informally this property expresses that the agent B generates an information chunk (the constant IC of sort 

INFORMATION_CHUNK
GTERMS) for the agent A if the agent B observes the IC at its input from the environment 

and at some point in the past B received a request for the IC from the agent A. According to the definition 

of an external behavioural specification the considered property can be represented in the form  

 

ϕp(t) ⇒ ϕf(t) 

 

where ϕp(t) is a formula  

    ∃t2≤t  holds_at(has_state(B, communicated(request_from_to_for(A, B, IC))), t2)  

and ϕf(t) is a formula  

    ∀t1>t [ holds_at(has_state(B, observed(provided_result_from_to(E, B, IC))), t1) ⇒    

holds_at(has_state(B, communicated(message_from_to(B, A, IC))), t1+c) ] 

with ϕcond(t, t1) is  

     holds_at(has_state(B, observed(provided_result_from_to(E, B, IC))), t1) 

and ϕbh(t1) is  
     holds_at(has_state(B, communicated(message_from_to(B, A, IC))), t1+c) ], 

where t is the present time point with respect to which the formulae are evaluated and c is some natural 

number. 

4  From Interaction States to Memory States 

In this section the part of the executable specification describing the basic steps from interaction states to 

memory states is addressed. Here the past part ϕp(γ, t) of the behavioural specification is taken and 

encoded in a memory state. Memory states are represented by memory formulae in the following form. 

 

Definition 4.1 (Memory formula)  

The formula ϕmem(γ, t) obtained by replacing all occurrences in ϕp(γ, t) of subformulae of the form 

holds_at(p, γ, t’) by holds_at(memory(t’, p), γ, t) is called the memory formula for ϕp(γ, t).  
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Thus, a memory formula defines a sequence of past events (i.e., a history of observations of an 

external world and actions) for the present time point t. For the considered example ϕmem(t) is obtained 

from ϕp(t) as ∃t2≤t  holds_at(memory(t2, has_state(B, communicated(request_from_to_for(A, B, IC)))), t). 

The memory formula is no state formula yet. To obtain a memory state formula, normalization of the 

memory formula for ϕp(γ, t) is performed by using Lemma 4.1 below. This Lemma will also be used to 

obtain other types of state formulae in Sections 5 and 6. 

 
Lemma 4.1 (Normalization to State Formula) 

Let t be a given time point. If a formula δ(γ, t) only contains temporal relations such as t' < t" and t' ≤ t", 

and atoms of the form holds_at(p, γ, t) for some state formula p, and the given time point t, then some state 

formula q(t) can be constructed such that δ(γ, t) is equivalent to the formula δ*(γ, t) of the form 

holds_at(q(t), γ, t). 

To prove the lemma, δ*(γ, t) is constructed using the following procedure:  

(1) In the formula δ(γ, t) replace all temporal relations such as t' < t" and t' ≤ t" by holds_at(t' < t", γ, t) and 

holds_at(t' ≤ t", γ, t) respectively. 

(2) Proceed by induction on the composition of the formula δ(γ, t). In particular, conjunction is treated as 

follows: 

By induction hypothesis: 

δ1(γ, t)  ⇔  holds_at(p1, γ, t)  (which is δ1*(γ, t)  ) 

δ2(γ, t)  ⇔  holds_at(p2, γ, t)  (which is δ2*(γ, t)  ) 

Then 

δ(γ, t)  ⇔  holds_at(p1, γ, t)  &  holds_at(p2, γ, t)  ⇔  holds_at( p1 ∧ p2 , γ, t)  (which becomes δ*(γ, t)) 

Such a procedure can be transformed in an obvious fashion to a recursive algorithm for normalization to a 

state formula. 

 

Definition 4.2 (Normalized Memory State Formula)  

The state formula constructed by Lemma 4.1 for a memory formula ϕmem(γ, t) is called the (normalized) 

memory state formula for ϕmem(γ, t) and denoted by qmem(t). Moreover, qmem is the state formula ∀∀∀∀u’ 
[present_time(u’) → qmem(u’)]. 

The normalized memory state formula for ϕmem(γ, t) uniquely describes the present state at the time point t 

by a certain history of events. For the considered example qmem(t) for ϕmem(t) is specified as: 

 
∃∃∃∃u2 ≤ t memory(u2, has_state(B, communicated(request_from_to_for(A, B, IC)))) 

 

Lemma 4.2 (Memory Formula and Memory State Formula) 

If time has the properties correctness and uniqueness, then the memory formula is equivalent to the 

(normalized) memory state formula: 

 ϕmem(γ, t) ⇔ holds_at(qmem(t), γ, t) & holds_at(qmem(t), γ, t) ⇔ holds_at(qmem, γ, t)  

 

Additionally, memory state persistency properties are composed for all memory atoms. It is assumed that 

a component does not forget information and its memory states related to particular time points in the past 

persist forever. Rules that describe creation and persistence of memory atoms are given in the executable 

theory from observation states to memory states Tho→m described in Definition 4.3.  
 

Definition 4.3 (Executable Theory from Interaction to Memory Tho→m) 
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For a given ϕ(γ, t) the executable theory from observation states to memory states Tho→m consists of the 

following formulae. 

For any atom p occurring in ϕp(γ, t), expressed in the InteractionOnt(A): 

∀t' holds_at(p, γ, t')  ⇒  holds_at(memory(t', p), γ, t')    

∀t'' holds_at(memory(t', p), γ, t'') ⇒  holds_at(memory(t', p), γ, t"+1)   

holds_at(present_time(0), γ, 0)   

∀t holds_at(present_time(t), γ, t) ⇒ holds_at(present_time(t+1), γ, t+1)  

The last two rules are assumed to be included into the two theories Thm→p and Thp→o defined in subsequent 

sections as well. 

For the example the rules for creation and persistence of memory atoms are specified as follows: 

  ∀t'  holds_at(has_state(B, communicated(request_from_to_for(A, B, IC))), t’)  ⇒   
   holds_at(memory(t', has_state(B, communicated(request_from_to_for(A, B, IC))), t’) 

  ∀t''  holds_at(memory(t', has_state(B, communicated(request_from_to_for(A, B, IC)))), t’’) ⇒   

   holds_at(memory(t', has_state(B, communicated(request_from_to_for(A, B, IC)))), t’’+1) 

 

The following Proposition expresses in what sense the executable theory guarantees that memory states 

are created that are faithful. 

 

Proposition 4.1  (Relating Past Formula and Memory State) 

Let ϕp(γ, t) be a past statement for a given t, ϕmem(γ, t) the memory formula for ϕp(γ, t), qmem(t) the 

normalized memory state formula for ϕmem(γ, t), and Tho→m the executable theory from the interaction 

states for ϕp(γ, t) to the memory states. Then, in theory Tho→m the past statement is equivalent to the 

(normalized) memory state formula: 

Tho→m  |=  [ϕp(γ, t)  ⇔  ϕmem(γ, t)] 

and  

Tho→m  |=  [ ϕp(γ, t)  ⇔  holds_at(qmem(t), γ, t)    &   holds_at(qmem(t), γ, t) ⇔  holds_at(qmem, γ, t) ]. 

 

5  From Memory States to Preparation States  

This section describes the executable theory for the basic steps from memory states to preparation states. 

First the ϕcond(γ, t, t1) part of the future formula in the behavioural specification is taken and encoded in 

memory state in a similar manner as the past formula was handled in Section 4.  

 

Definition 5.1 (Condition Memory Formula) 

Obtain the condition memory state formula ϕcmem(γ, t, t1) by replacing all occurrences in ϕcond(γ, t, t1) of 

holds_at(p, γ, t') by holds_at(memory(t', p), γ, t1) .  

 

The condition memory formula ϕcmem(γ, t, t1) describes a history of events, between the time point t, when 

ϕp(γ, t) is true and the time point t1, when the formula ϕcond(γ, t, t1) becomes true. For the considered 

example ϕcmem(t, t1) is obtained from ϕcond(t, t1) as: 
 
holds_at(memory(t’, has_state(B, observed(provided_result_from_to(E, B, IC)))), t1) 

 

Definition 5.2 (Normalized Condition State Formula)  

The state formula constructed by Lemma 4.1 for the condition memory formula ϕcmem(γ, t, t1) is called the 

(normalized) condition state formula for ϕcmem(γ, t, t1) and denoted by qcond(t, t1). Moreover, qcond(t) is the 

state formula ∀∀∀∀u’ [ present_time(u’) → qcond(t, u’) ]. 
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Lemma 5.1  (Condition Memory Formula and Condition State Formula) 

If time has the properties correctness and uniqueness, then the condition memory formula is equivalent to 

the (normalized) condition state formula: 

 ϕcmem(γ, t, t1) ⇔ holds_at(qcond(t, t1), γ, t1) & holds_at(qcond(t, t1), γ, t1) ⇔ holds_at(qcond(t), γ, t1)          

 

For the considered example qcond(t, t1) for ϕcmem(γ, t) is obtained as  
 

memory(t’, has_state(B, observed(provided_result_from_to(E, B, IC)))) 

 

and qcond(t) as 
 

∀∀∀∀u' [ present_time(u') → memory(u’, has_state(B, observed(provided_result_from_to(E, B, IC))))]. 

 

Next the ϕbh(γ, t1) part of the future formula is considered.  

 

Definition 5.3  (Preparation Formula) 

Obtain the preparation formula ϕprep(γ, t1) by replacing in ϕbh(γ, t1) any occurrence of holds_at(a, γ, t1+c) for 

some number c and output a by holds_at(preparation_for_output(t1+c, a), γ, t1).  

 

The preparation state is created at the same time point t1, when the condition ϕcond(γ, t, t1) for an output is 

true.  

 

Definition 5.4 (Normalized Preparation State Formula)  

The state formula constructed by Lemma 4.1 for the preparation formula ϕprep(γ, t1) is called the 

(normalized) preparation state formula for ϕprep(γ, t1) and denoted by qprep(t1). Moreover, qprep is the state 

formula ∀∀∀∀u’ [ present_time(u’)] → qprep(u’)] 

 

For the considered example qprep(t1) is composed as 

 
  preparation_for_output(t1+c, has_state(B, communicated(message_from_to(B, A, IC)))) 

 

 

Lemma 5.2 (Preparation Formula and Preparation State Formula) 

If time has the properties correctness and uniqueness, then the preparation formula is equivalent to the 

(normalized) preparation state formula: 

 ϕprep(γ, t1)  ⇔  holds_at(qprep(t1), γ, t1)  &   holds_at(qprep(t1), γ, t1) ⇔  holds_at(qprep, γ, t1)        

 

Definition 5.5 (Conditional Preparation Formula) 

Let qcond(t, t1) be the normalized condition state formula for ϕcmem(γ, t, t1) and qprep(t1) the normalized 

preparation state formula for ϕprep(γ, t1). The formula ϕcprep(γ, t) of the form  

 holds_at( ∀∀∀∀u1>t [qcond(t, u1) → qprep(u1)],  γ, t) 

is called the conditional preparation formula for ϕf(γ, t). 
 

Definition 5.6 (Normalized Conditional Preparation State Formula) 

The state formula  

∀∀∀∀u1>t [ qcond(t, u1) → qprep(u1) ]  
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is called the normalized conditional preparation state formula for ϕcprep(γ, t) and denoted by qcprep(t). 

Moreover, qcprep is the formula  

∀u’ [ present_time(u’)  →  qcprep(u’) ] 

 

Lemma 5.3  (Conditional Preparation and Conditional Preparation State Formula) 

If time has the properties correctness and uniqueness, then the conditional preparation formula is 

equivalent to the (normalized) conditional preparation state formula: 

 ϕcprep(γ, t) ⇔ holds_at(qcprep(t), γ, t)   &   holds_at(qcprep(t), γ, t) ⇔ holds_at(qcprep, γ, t)   

 

Rules, which describe generation and persistence of condition memory states, a transition from the 

condition to the preparation state, and the preparation state generation and persistence, are given in the 

executable theory from memory states to preparation states Thm→p.  

 

Definition 5.7 (Executable Theory From Memory to Preparation Thm→p) 

For any state atom p occurring in ϕcond(γ, t, t1), expressed in the InteractionOnt(A)
2: 

∀t' holds_at(p, γ, t’)  ⇒  holds_at(memory(t', p) ∧ stimulus_reaction(p), γ, t') 

∀t'', t’ holds_at(memory(t', p), γ, t'') ⇒ holds_at(memory(t', p), γ, t''+1)   

∀t' holds_at(qmem, γ, t') ⇒  holds_at(qcprep, γ, t')  

                ∀t', t holds_at(qcprep ∧ qcond(t) ∧ ∧p stimulus_reaction(p), γ, t') ⇒  holds_at(qprep, γ, t')   

∀t' holds_at(stimulus_reaction(p) ∧ ¬ preparation_for_output(t'+c, a), γ, t') ⇒  holds_at(stimulus_reaction(p), γ, t'+1) 

∀t' holds_at(preparation_for_output(t'+c, a) ∧ ¬a, γ, t') ⇒  holds_at(preparation_for_output(t'+c, a), γ, t’+1) 

∀t' holds_at(present_time(t’) ∧  [ present_time(u’) → preparation_for_output(u’+c, a) ], γ, t') ⇒   

holds_at(preparation_for_output(t'+c, a), γ, t’) 

where a is an action or a communication for which holds_at(a, γ, t’+c) occurs in ϕf(γ, t). 

Note that the last rule in the theory can be derived from other rules of the theory and lemmas, and was 

introduced only for convenience purposes to support the following proofs. 

The auxiliary functions stimulus_reaction(a) are used for reactivation of agent preparation states for 

generating recurring actions or communications. 

 

For the considered example: 

    ∀t' holds_at(has_state(B, observed(provided_result_from_to(E,B,IC))), t’) ⇒   

            holds_at(memory(t’, has_state(B, observed(provided_result_from_to(E,B,IC)))) ∧    

 stimulus_reaction(has_state(B, observed(provided_result_from_to(E,B,IC)))), t’) 

∀t''  holds_at(memory(t’, has_state(B, observed(provided_result_from_to(E,B,IC)))), t’’) 
        holds_at(memory(t’, has_state(B, observed(provided_result_from_to(E,B,IC)))), t’’+1) 

∀t'  holds_at(∀∀∀∀u'' [ present_time(u'')→ ∃∃∃∃u2 [ memory(u2, has_state(B, observed(provided_result_from_to(E,B,IC))))]], t’)⇒   

 holds_at(∀∀∀∀u'''[ present_time(u''')→ [ ∀∀∀∀u1>u''' [memory(u1, has_state(B, observed(provided_result_from_to(E, B, IC)))) →  
       preparation_for_output(u1+c, has_state(B, communicated(message_from_to(B, A, IC)))))           

∀t',t  holds_at([∀∀∀∀u''' [ present_time(u''')→ [∀∀∀∀u1>u''' [ memory(u1, has_state(B, observed(provided_result_from_to(E, B, IC)))) →  

 preparation_for_output(u1+c, has_state(B, communicated(message_from_to(B, A, IC)))) ∧ ∀∀∀∀u''      

                           [ present_time(u'')→ memory(u'', has_state(B, observed(provided_result_from_to(E, B, IC))))] ∧  

   stimulus_reaction(has_state(B, observed(provided_result_from_to(E,B,IC)))) ], t’) ⇒  

         holds_at(∀∀∀∀u1 [present_time(u1) →  
                              preparation_for_output(u1+c, has_state(B, communicated(message_from_to(B, A, IC))))], t’) 

                                                                 

2
 If a future formula does not contain a condition, then stimulus_reaction atoms are generated from the corresponding past formula 
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∀t'  holds_at([ stimulus_reaction(has_state(B, observed(provided_result_from_to(E,B,IC)))) ∧  

  not(preparation_for_output(t'+c, has_state(B, communicated(message_from_to(B, A, IC))))], t’) ⇒ 
 holds_at(stimulus_reaction(has_state(B, observed(provided_result_from_to(E,B,IC))), t'+1) 

∀t' holds_at(preparation_for_output(t'+c, has_state(B, communicated(message_from_to(B, A, IC)))) ∧ 

  not(has_state(B, communicated(message_from_to(B, A, IC)))), t’) ⇒   
     holds_at(preparation_for_output(t'+c, has_state(B, communicated(message_from_to(B, A, IC)))), t’+1).  

 

Proposition 5.1  (Relating Preparation Formula and Preparation State Formula) 

Let ϕf(γ, t) be a future statement for t of the form ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕbh(γ, t1)], where ϕcond(γ, t, t1) is an 

interval statement, which describes a condition for one or more actions and/or communications and ϕbh(γ, 

t1) is a (conjunction of) future statement(s) for t1, which describes action(s) and/or communications that 

are to be performed; let ϕprep(γ, t1) be the preparation formula, ϕcprep(γ, t) be the conditional preparation 

formula for ϕf(γ, t), qcprep(t) be the normalized conditional preparation state formula for ϕcprep(γ, t), and Thm→p 

the executable theory for ϕ(γ, t) from memory states to preparation states. Then, in theory Thm→p condition 

preparation formula is equivalent to the (normalized) condition preparation state formula: 

Thm→p  |=  ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  ⇔  ϕcprep(γ, t)] 

and  

Thm→p  |=  [∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  ⇔  holds_at(qcprep(t), γ, t)   &    

holds_at(qcprep(t), γ, t) ⇔  holds_at(qcprep, γ, t) ]. 

6  From Preparation States to Output States 

The preparation state preparation_for_output(t1+c, a) is followed by the output state, created at time point t1+c. 

Rules that describe a transition from preparation to output state(s) are given in the executable theory from 

the preparation to the output state(s) Thp→o.  

Definition 6.1 (Executable Theory from Preparation to Output Thp→o) 

For a given ϕf(γ, t) the executable theory from the preparation to the output state(s) consists of the formula 

∀t' holds_at(preparation_for_output(t'+c, a), γ, t')  ⇒  holds_at(a, γ, t’+c) 

where c is a number and a an action or a communication for which holds_at(a, γ, t’+c) occurs in ϕf(γ, t). 

For the considered example the following rule is generated: 

∀t' holds_at(preparation_for_output(t'+c, has_state(B, communicated(message_from_to(B, A, IC)))), t’)  ⇒   
      holds_at(has_state(B, communicated(message_from_to(B, A, IC))), t'+c) 

 

Proposition 6.1  (Relating Preparation Formula and Behaviour Formula) 

Let ϕbh(γ, t1) be a (conjunction of) future statement(s) for t1, which describes action(s) and/or 

communications that are to be performed, ϕprep(γ, t1) be the preparation formula and Thp→o the executable 

theory from preparation states to output states. Then,  

Thp→o  |=  [ ϕprep(γ, t1)  ⇒  ϕbh(γ, t1) ] 

 

7  Combining the Executable Theories to Obtain the Refinement  

In this section the sets of executable properties, identified in Sections 4 to 6 are combined to construct the 

specification π(γ,t) =  Tho→m ∪ Thm→p ∪ Thp→o (considered as conjunction), which describes a refinement 

of ϕ(γ,t). The following theorem proves the existence of such a refinement for every external behavioural 

specification. 
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Theorem 7.1  (Existence of Executable Refinement) 

Every external behavioural specification can be refined into an executable specification. To obtain such a 

refinement, the automated transformation procedure can be used as described in Sections 4 to 6. 

 

Proof. 

According to Definition 3.4 an executable specification π(γ, t) refines an externally observable dynamic 

property ϕ(γ, t) iff 
 

(1) for any trace γ  ∀t  π(γ, t)  ⇒  ϕ(γ, t) 

(2) for any trace γ1 exists trace γ2  such that ∀t [ ϕ(γ1, t)  ⇒  [ coincide_on(γ1, γ2, InteractionOnt(A)) & π(γ2, t) ] 

The first condition can be reformulated as 

 

Tho→m ∪ Thm→p ∪ Thp→o |= ϕ(γ,t) 

 

Here  ϕ(γ,t)  is of the form   [ϕp(γ, t) ⇒ ϕf(γ, t) ]  with ϕf(γ, t) future statement for t of the form ∀t1>t [ϕcond(γ, t, t1) 

⇒ ϕbh(γ, t1)]. As a basis we use Propositions 4.1, 5.1 and 6.1. These propositions relate the past formula to 

the memory state formula, the preparation formula to the preparation state formula, and the preparation 

formula to the behaviour formula, respectively: 

 

(1) Tho→m  |=  [ϕp(γ, t)  ⇔  holds_at(qmem, γ, t) ] 
 

(2) Thm→p  |=  [ [∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  ⇔ holds_at(qcprep, γ, t) ] 
 

(3) Thp→o   |=  [ ϕprep(γ, t1)  ⇒  ϕbh(γ, t1) ] 

 

Moreover, as this executable rule is included in Thm→p (see Definition 5.7), it holds: 

 
(4) Thm→p  |=  [ ∀t' holds_at(qmem, γ, t')  ⇒  holds_at(qcprep, γ, t') ]  

 

Based on these four lines, it can be seen that π(γ,t) indeed satisfies the first criterion for refinement, by the 

following steps in the theory π(γ,t) = Tho→m ∪ Thm→p ∪ Thp→o: 

- when ϕp(γ, t) holds, also holds_at(qmem, γ, t) holds (1) 

- when holds_at(qmem, γ, t) holds, also holds_at(qcprep, γ, t) holds (4) 

- when holds_at(qcprep ,γ, t) holds, also ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  holds (2) 

- when ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  holds, also ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕbh(γ, t1)]  holds (3) 

- hence ϕp(γ, t) ⇒ ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕbh(γ, t1)]  holds, which is ϕ(γ, t). 

 

For the second criterion of refinement, first of all notice that: 

- the consequents of the executable rules in π(γ,t) always are atoms, never negations 

- these consequent atoms are always internal atoms, except the consequent of the executable rule in 

Thp→o , which is the interaction atom holds_at(a, γ, t’+c)  . 

For any trace γ, let  

diag(γ, Ont) =  { holds_at(a, γ, t1) |  γ(t1) |= a  &  a literal in Ont } 
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Given these observations, let any trace γ be given such that ϕ(γ, t) holds. Construct the trace γ' such that γ' 

is equal to γ for the interaction ontology, and complies to the executable rules for the internal atoms, as 

follows: 

γ'(t1) |= b  ⇔  γ(t1) |= b     for any interaction literal b 

γ'(t1) |= a        if  a  is an internal atom and  

diag(γ, InteractionOnt) ∪ π(γ,t)  |=  [holds_at(a, γ, t1) ] 

γ'(t1) |= ¬a      if  a  is an internal atom and   

not  diag(γ, InteractionOnt) ∪ π(γ,t)  |=  [holds_at(a, γ, t1)  ] 

By this construction all executable rules hold for γ', except possibly the rule from Thp→o. This last rule is 

the remaining issue to be addressed. Suppose this rule does not hold for γ'. Then a t1 exists such that the 

antecedent holds, but not the consequent: 

 
holds_at(preparation_for_output(t1+c, a), γ', t1)   & 

not  holds_at(a, γ', t1+c) 

From the construction of the trace γ' and Definition 5.3 it follows that the preparation atom 

preparation_for_output(t1+c, a) is based on the occurrence of holds_at(a, γ, t1+c) in ϕbh(γ, t1). Moreover, the 

preparation atom is derivable from π(γ, t) so it originates from a condition formula and a memory state 

formula that both hold for γ'. By Propositions 4.1 and 5.1 it holds that 

ϕp(γ', t) 

ϕcond(γ', t, t1) 

Since these are formula based on InteractionOnt, and γ and γ' coincide on InteractionOnt, by Lemma 3.1(2) 

also 

ϕp(γ, t) 

ϕcond(γ, t, t1) 
hold. As ϕ(γ, t) holds, this implies that ϕbh(γ, t1) holds. Moreover, it was found that holds_at(a, γ, t1+c) occurs 

in ϕbh(γ, t1). Therefore, holds_at(a, γ, t1+c) holds, and again, since γ and γ' coincide on InteractionOnt, this 

implies that holds_at(a, γ', t1+c) holds, which is a contradiction. This shows that the second criterion of 

refinement is fulfilled, which completes the proof of Theorem 7.1. ■ 

8  Transformation into a General Description for a Finite State Transition 

System 

In this and the following Section 9 transformation is described of an executable specification obtained by 

the procedure from Section 3 into a finite state transition system description: First, an executable 

specification is transformed into the general description for a finite state transition system as described in 

this section. Then, the obtained description is transformed further into SMV format as described in 

Section 9. 

For the purposes of practical analysis (e.g., by performing simulations and verification of logical 

consequences) a specification based on executable temporal logical properties generated by the procedure 

described in the previous sections 4-7 is translated into a finite state transition system model. The 

translation is based on the fact that a computation (in our case the execution of temporal logical 

properties) is essentially an (infinite) sequence of states (Vardi, 1996). Therefore, similarly to the 

approach from (Vardi, 1996), given an executable temporal specification one can construct a finite state 

transition system that generates the set of traces (by all possible executions of transition rules) equivalent 

to the set produced by all possible execution of temporal logical properties from the specification. 
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In computer science a finite state transition system is often described by a tuple 〈Q, Q0, Σ, →〉, where 

 Q is a finite set of states of an agent, Q0
 
⊆ Q  is a set of initial states, Σ is a set of labels or events, which 

trigger the transition and → ⊆ Q x Σ x Q is a set of transitions. Such a representation often assumes an 

explicit denotation for every state in a transition system, which can be very numerous. However, a more 

compact representation, close to the production systems style, in the form of a set of transition rules with 

variables is possible (Arnold, 1994).  

 
Definition 8.1 (General Representation of a Finite State Transition System) 

Let Ont be a state ontology consisting of sorts, constants, functions and predicates. Let At(Ont) be the set of 

(many-sorted predicate logic) atoms over Ont (possibly with variables). A general representation for a 

finite state transition system over Ont consists of transition rules of the form [ Ρ →→ Ν ], where Ρ is a 

proposition based on atoms from At(Ont), and N is a conjunction of atoms from At(Ont). The meaning is 

that when a certain instance of P by a certain variable assignment is true in a state, then the instance of N 

by the same variable assignment will be true in the next state; here →→ is a symbol for the transition 

between the two states.  

 

Note that this (predicate-logic-based) transition format can be translated into one without variables 

(propositional-logic-based) by replacing every transition rule by all of its instances. 

By considering all the possible executions of transition rules from such a representation, all the possible 

states (without explicit names) and transition paths of the considered transition system can be generated. 

Such a general representation for a finite state transition system has as an advantage that it does not 

depend on any particular implementation (e.g., verification or simulation tools). However, as this generic 

format describes states and transitions between them, it can be relatively easy translated into specialized 

languages of existing tools, based on the finite state transition system representation. Thus, having a 

general finite state transition system specification, one can perform different forms of analysis using 

existing tools. In particular, in this paper it is shown how a general finite state transition system 

specification can be transformed into the format of the SMV model checker. SMV is used in this paper 

for verification of higher level properties of a multi-agent system. 

In the following the translation procedure from an executable specification into the general 

representation for a finite state transition system will be described. As it was shown in the previous 

section an executable specification consists of the rules of three executable theories: Tho→m, Thm→p and 

Thp→o. To translate an executable specification into the finite state transition system format, for each rule 

from the executable specification the corresponding transition rule should be created. 

Let us first consider the formulae from the theory Tho→m. To relate states of a transition system to the 

timeline used in these rules the unary predicate present_time is used. The atom present_time(t) being true in 

a given state indicates that t is the time in this state. Furthermore, the assumption from Tho→m that an 

observation state and a corresponding memory state are created at the same time point should be 

preserved. Thus, the time increment rules are defined as: 

present_time(0) ∧ ¬p →→  present_time(1) 

present_time(t) ∧ ¬qmem ∧ ¬p →→  present_time(t+1) 

Now, when a relation between states and time points is established, the rules defined in the Tho→m can be 

easily translated into the transition system format as it is shown in Table 1. 

Table 1. Translation of the formulae from the executable theory Tho→m into the corresponding finite state transition 

rules 

Rule from the executable theory Tho→→→→m Corresponding transition rules 

Memory state creation rule 

∀t' holds_at(p, γ, t')  ⇒  holds_at(memory(t', p), γ, t') 

present_time(t) ∧ p →→  memory(t, p) 
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Memory persistence rule 

∀t'' holds_at(memory(t', p), γ, t'') ⇒  holds_at(memory(t', p), 

γ, t"+1) 

memory(t, p) →→  memory(t, p) 

 

Next, let us translate the properties from Thm→p. The time increment rules are created similarly to the 

Tho→m case based on the assumption from Thm→p that a preparation state is generated at the same time 

point, when the condition for an output is true. 

present_time(t) ∧ qcprep ∧ ¬qcond(t) ∧ ¬p →→  present_time(t+1) 

present_time(t) ∧ qprep →→  present_time(t+1) 

Then, the rules defined in the Thm→p are translated into the transition system format in a straightforward 

manner as it is shown in Table 2. 

Table 2. Translation of the rules from the executable theory Thm→p into the corresponding finite state transition rules 

Rule from the executable theory Thm→→→→p Corresponding transition rules 

Memory state creation rule 

∀t' holds_at(p, γ, t')  ⇒  holds_at(memory(t', p) ∧ 

stimulus_reaction(p), γ, t') 

 

present_time(t) ∧ p →→ [memory(t, p) ∧ 
stimulus_reaction(p) ] 

Memory persistence rule 

∀t'' holds_at(memory(t', p), γ, t'') ⇒   

        holds_at(memory(t', p), γ, t"+1) 

memory(t, p) →→  memory(t, p) 

Conditional preparation generation rule 

∀t' holds_at(qmem, γ, t') ⇒  holds_at(qcprep, γ, t') 
qmem →→ qcprep 

Preparation state creation rule 

∀t', t holds_at(qcprep ∧ qcond(t) ∧  

∧p  stimulus_reaction(p), γ, t') 

⇒  holds_at(qprep, γ, t')   

present_time(t’) ∧ qcprep ∧ qcond(t) ∧  

∧p   stimulus_reaction(p) →→  qprep 

 

Preparation state persistence rule  

∀t' holds_at(preparation_for_output(t'+c, a) ∧ ¬ a, γ, t') ⇒   

 holds_at(preparation_for_output(t'+c, a), γ, t’+1) 

preparation_for_output(t+c, a) ∧ ¬ a →→  
preparation_for_output(t+c, a) 

Stimulus reaction state persistence rule 

∀t' [holds_at(stimulus_reaction(p) ∧ 

¬preparation_for_output(t'+c, a), γ, t') ] ⇒   

holds_at(stimulus_reaction(p), γ, t'+1) 

present_time(t’) ∧ stimulus_reaction(p) ∧ 

¬preparation_for_output(t'+c, a)  →→  
stimulus_reaction(p) 

 

The executable theory from preparation to output Thp→o contains only one formula that relates a 

preparation state at the time point t' to an output state at the time point t'+c; its translation is given in Table 

3. 
 

Table 3. Translation of the rule from the executable theory Thp→o into the corresponding finite state transition rule 

Rule from the executable theory Thp→→→→o Corresponding transition rules 

Output generation rule 
∀t' holds_at(preparation_for_output(t'+c, a), γ, t')  ⇒  

holds_at(a, γ, t’+c) 

preparation_for_output(t+c, a) ∧ present_time(t+c-

1) →→  a 
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By means of the described translation rules the executable properties from the specification for the 

example considered in this paper are translated into the transition rules as it is shown below: 
 

present_time(t) ∧ communicated(request_from_to_for(A1,A2,IC)) →→   
memory(t,communicated(request_from_to_for(A1,A2,IC))) 

present_time(t) ∧ observed(provided_result_from_to(E,A2,IC)) →→   

memory(t,observed(provided_result_from_to(E,A2,IC)) ∧  
stimulus_reaction(observed(provided_result_from_to(E,A2,IC))) 

memory(t,communicated(request_from_to_for(A1,A2,IC))) →→   
               memory(t,communicated(request_from_to_for(A1,A2,IC))) 

memory(t,observed(provided_result_from_to(E,A2,IC))  →→   
memory(t,observed(provided_result_from_to(E,A2,IC)) 

present_time(t) ∧  

    ∃∃∃∃u2≤t memory(u2,communicated(request_from_to_for(A1, A2, IC))) →→  
       conditional_preparation_for_output(communicated(send_from_to(A2,A1,IC))) 

present_time(t) ∧  

conditional_preparation_for_output(communicated( send_from_to(A2,A1,IC))) ∧ 

memory(t,observed(provided_result_from_to(E,A2, IC))) ∧ 

stimulus_reaction(observed(provided_result_from_to(E,A2,IC)))  →→  
preparation_for_output(t+c,communicated(send_from_to(A2,A1,IC)))  

present_time(t) ∧  

stimulus_reaction(observed(provided_result_from_to(E,A2, IC))) ∧ 

not(preparation_for_output(t+c,communicated(send_from_to(A2,A1,IC)))) →→  
stimulus_reaction(observed(provided_result_from_to(E,A2,IC))) 

preparation_for_output( t+c,communicated(send_from_to(A2,A1,IC)))∧ 

 not( communicated(send_from_to(A2,A1,IC))) →→  
preparation_for_output(t+c,communicated(send_from_to(A2,A1,IC))) 

preparation_for_output(t+c,communicated(send_from_to(A2,A1,IC))) ∧  

present_time(t+c-1) →→  
 communicated(send_from_to(A2,A1,IC)). 

 

The obtained general representation for a finite state transition system will be further used as a model 

for the model checker SMV (McMillan, 1993). By means of the SMV will be performed the automatic 

verification of relationships between dynamic properties of components of different aggregation levels. 

For this purpose a procedure was developed for translating the general description of a transition system 

into the input format of the SMV model checking tool. The description of this procedure is given in the 

next section. 

9  Transformation into SMV Format 

For automatic verification of interlevel relationships between dynamic properties of different aggregation 

levels by means of model checking techniques, the representation of a finite state transition system, 

corresponding to a behavioural specification of the lower aggregation level should be translated into the 

input format of one of the existing model checkers. The model checker SMV has been chosen as a 

verification tool for two reasons. First, the input language of SMV is syntactically and semantically close 

to the general description of a finite state transition system, which facilitates automatic translation into 

the SMV input format. Second, SMV uses efficient symbolic algorithms to traverse a model and the 

expressive temporal logic CTL for specifying properties to check.  

A transition system specification in SMV consists of a number of sections. In the section labeled VAR 

the names and types of the variables used in the model are defined. The type associated with a variable is 

either Boolean, scalar, or an array. In the second section labeled ASSIGN the initial values of variables are 

defined (i.e., the values that the variables have in the initial state) and the transition rules between states 

are specified. To initialize a variable var with a value val in SMV the construct init(var):=val is used. The 
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transition rules are specified by case-expressions that define the change of values of the variables of the 

transition system as follows: 

next (var) := case  

boolean_expression: val; 

esac 

All case-expressions are evaluated in every state. When boolean_expression on the left-hand side of “:” 

of some transition rule is evaluated to true in some state, then the corresponding variable var will receive 

the value val in the next state. 

Let us describe in a condensed form3 the main steps of the transformation procedure, which is 

automatically performed by the dedicated software that has been developed.  

First, using the standard rules (Fitting, 1996) qmem(t) and qcond(t, t1) expressions for each dynamic 

property DPn are transformed into prenex normal form. Then, for each dynamic property the steps 1-3 

described below are applied first to qmem(t) and then to qcond(t, t1). After that conditional preparation 

generation rules are added by performing the step 4. Finally, the preparation and output state creation 

rules are generated for each dynamic property by performing the step 5. 

 

Step 1. For each occurrence of an existential quantifier of the form ∃t1 P(t1), where t1 is a time variable 

name and P(t1) is some function of the form memory(observed(t1, obs_event)), ¬memory(observed(t1, 

obs_event)), memory(t1, act_event), or ¬memory(t1, act_event), where obs_event and act_event are some atoms 

and for each occurrence of a universal quantifier of the form ∀t1 P(t1), create an atom (a label) t1 and add 

to the specification the corresponding initialization rules.  

Step 2. For each occurrence of the expression Q t1, t2 R t1 memory(observed(t1, obs_event)), where Q is 

either an existential or a universal quantifier, R is the comparison relation for the linear ordered time line: 

R∈{<, ≤}; t1 and t2 are time variables, add to the specification the following rule: 

next(t1):= case 
             t2 & obs_event: 1; //memory state creation 
             !t2: 0; 
             1: t1;  //persistence of memory 
esac; 

Similar rules should be added for the expressions Q t1, t2 R t1 memory(t1, act_event), Q t1, t2 R t1 

¬memory(observed(t1, obs_event)) and Q t1, t2 R t1 ¬memory(t1, act_event). 

Step 3. For each expression of the form ∃t1, t2 ∀t3 [ t3 R t2 AND t1 R t3 AND memory(observed(t1, obs_event1)) 

AND memory(observed(t2, obs_event2)) & P3(t3) ]:  

(a) if P3(t) is of the form memory(observed(t3, obs_event))  

    i. For t3 < t2 and t1< t3 add to the specification the following rules: 

t3t1_eq: boolean ; 
init(t3t1_eq):=0; 
next(t3t1_eq):= case 
            t1: 1; 
             1: 0; 
esac; 
next(t1):= case  
            !obs_event2 & !t2 & t3t1_eq & !obs_event3: 0; 
            1: t1; 
esac; 

                                                                 

3
 All the technical details of the described procedure are given in Appendix B: 

http://www.few.vu.nl/~sharp/appendixes_interlevel_relations.pdf 
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next(t3):= case 
           !t1: 0; 
           !obs_event2 & !t2 & !obs_event3: 0; 
           !obs_event2 & !t2 & obs_event3: 1; 
           1: t3;  
esac; 

    ii. For t3 < t2 and t1≤ t3 add to the specification the following rules: 

t3t1_eq: boolean ; 
init(t3t1_eq):=0; 
next(t3t1_eq):= case 
            t1: 1; 
             1: 0; 
esac; 
next(t1):= case  
            !t2 & t3t1_eq & !obs_event3: 0; 
            1: t1; 
esac; 
next(t3):= case 
           !t1: 0; 
           !t2 & !obs_event3: 0; 
           !t2 & obs_event3: 1; 
           1: t3;  
esac; 

    iii. For t3 ≤ t2 and t1< t3 add to the specification the following rules: 

next(t1):= case  
            !obs_event2 & !t2 & !obs_event3: 0; 
            1: t1; 
esac; 
next(t3):= case 
           !t1: 0; 
           !obs_event2 & !t2 & !obs_event3: 0; 
           !obs_event2 & !t2 & obs_event3: 1; 
           1: t3;  
esac; 

    iiii. For t3 ≤ t2 and t1≤ t3 add to the specification the following rules: 

next(t1):= case  
            !t2 & !obs_event3: 0; 
            1: t1; 
esac; 
next(t3):= case 
           !t1: 0; 
           !t2 & !obs_event3: 0; 
           !t2 & obs_event3: 1; 
           1: t3;  
esac; 

Similarly for the case, when P3(t) is of the form memory(t3, act_event), ¬memory(observed(t3, obs_event)) and 

¬memory(t3, act_event) 

Step 4. Add conditional preparation generation rules to the specification: 

next(fmemN):= case  // N is a number of a dynamic property in the input specification  

            ∧ti: 1; // conjunction of all labels, created based on ϕp(γ, t) 
            i 
            1: 0; 
esac; 
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Step 5. For each action and communication a function act_event in a formula qbt(t) add to the specification 

the following rules: 

next(fprep_act):= case  

            fmemN & ∧tj: 1; //conjunction of all labels, created based on ϕcond(γ, t, t1) 
                     j 
                      1: 0; 
esac; 

next(act_event):= case  
                fprep_act: 1; 
                        1: 0; 
esac; 

10   Case Study 

To verify interlevel relations in the context of the multi-agent system of the considered example a number 

of properties for the higher aggregation level component (the whole multi-agent system) were identified, 

which further were related to the properties of the lower level components specified in Section 3. 

GP1 (Information acquisition initiation effectiveness): At some points in time A and B will start 
information acquisition to E. 

∃t1, t2 [ holds_at(has_state(A, obs_focus_from_to_for(A, E, IC1)), t1) &  
              holds_at(has_state(B, obs_focus_from_to_for(B, E, IC2)), t2) ] 

GP2(A1) (Information source effectiveness for agent A): If at some point in time A starts information 
acquisition to E, then E will generate all the correct relevant information for agent A. 

∀t1 t1<t & ∀IC  [ holds_at(has_state(A, obs_focus_from_to_for(A, E, IC)), t1) ] 

⇒ ∃t2 t2>t & [ holds_at(has_state(E, observed(provide_result_from_to(E, A1, IC))), t2) ] 

GP3 (Concluding effectiveness): If at some point in time E generates all the correct relevant information, 
then C will receive a correct conclusion. 

∀t1, t2 [ t1<t & t2<t [holds_at(has_state(E, observed(provide_result_from_to(E, A, IC1))), t1) & holds_at(has_state(E, 
observed(provide_result_from_to(E, B, IC2))), t2) ]] 

⇒ ∃t3>t [ holds_at(has_state(C, communicated(send_from_to(A, C, IC3))), t3) 

A number of interlevel relations identified manually are specified below (formal expressions for lower 

level properties DP1-DP11 are given in Section 3): 

DP9 & DP10 & DP1(A, B) & DP6(A, B) ⇒ GP1   (1) 

DP3 (A, E) & DP4(A, E) & DP11 ⇒ GP2(A)     (2) 

DP3 (B, E) & DP4(B, E) & DP11 ⇒ GP2(B)  (3) 

DP5 (E, A) & DP5 (E, B) & DP10 & DP1(A, B) & DP7(A, B) & DP2(B, A) &  

& DP8(A, B) & DP2(A, C) & DP11⇒ GP3     (4) 

From the higher level properties GP1, GP2(A), GP2(B) and GP3 the global system successfulness 

property can be inferred, which is also a liveness property of the system.  

GP (Successfulness): There exists a point in time when agent C will receive a correct conclusion. 

∃t ∃IC holds_at(has_state(C, communicated(send_from_to(A, C, IC))), t) 

GP1 & GP2(A) & GP2(B) & GP3 ⇒ GP 

Now, the identified interlevel relations between dynamic properties of different aggregation levels (1), 

(2), (3) and (4) can be formally justified (or refuted). For this purpose first for every relationship using the 

developed software for the steps 1-4 of the transformation procedure (Section 3) the external behavioural 

specification of the multi-agent system that consists of the lower level properties of the antecedent of the 
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relationship is automatically transformed into an executable behavioural specification. Then, using the 

other software tool for the steps 5 and 6 of the procedure, every executable behavioural specification is 

converted into the description of a finite state transition system. In order to perform verification by means 

of SMV model checker, every general description of the finite state transition system has been 

automatically translated into the SMV model specification format. Using the state transition system 

representation, verification of the entailment relations, represented as CTL formulas, can be performed.  

For example, for the relation (4) the dynamic property GP3 is expressed in CTL as: 

AG  (E_ observed_provide_result_from_to_E_A_info & E_ observed_provide_result_from_to_E_B_info  

→ AF input_C_communicated_send_from_to_A_C_info), 

where A is a path quantifier defined in CTL, meaning “for all computational paths”, G and F are temporal 

quantifiers that correspond to “globally” and “eventually” respectively. 

The automatic verification showed that all the relationships between properties (1), (2), (3) and (4) 

indeed hold with respect to the corresponding models of the multi-agent system. 

At the same time, if one excludes property DP8 from the antecedent of the relation (4), model checking 

proves that the formulated in such way relationship fails. From the counter-example produced by the 

model checker, it is visible that although agent A has all necessary information to draw a conclusion, it 

will never send the conclusion to agent C. Thus, by performing such verification, it is possible to reveal 

mistakes in manually identified relations between properties and improve them. 

11  Notes on the Complexity of the Transformation Procedure 

 

The complexity of the representation of the obtained executable model is linear in size of the non-

executable behavioural specification. More specifically, the non-executable specification is related to the 

SMV specification in the following linear way:  

(1) for every quantified variable from a non-executable specification a variable and an appropriate rule for 

its update are introduced;  

(2) for every nested quantifier an additional variable and an auxiliary executable rule are introduced, 

which establishes a relation between the quantified variables;  

(3) for every communicated and observed function from a past and a conditional formulae from dynamic 

properties, a corresponding memory state creation and a memory state persistence rule are introduced 

using the variables described in (1) and (2);  

(4) for every non-executable dynamic property auxiliary variables fmem and fprep (i.e., the variables that 

indicate truth values of ϕmem(γ, t) and ϕprep(γ, t1) respectively) and corresponding update rules are 

introduced;  

(5) for every output atom (i.e., action or communication) specified in ϕbh(γ, t1) a preparation state 

persistence rule and an output state creation rule are introduced;  

(6) for reactivation of agent preparation states the auxiliary variables and the update rules corresponding 

to communicated and observed functions from ϕprep(γ, t1) are introduced.  

Formally, the number of rules of the executable specification IS, generated from the non-executable 

specification ES is evaluated as |IS| = v+nv+3*inp+2*nex+2*outp, where v is the number of variables in the 

ES; nv is the number of nested quantifiers in the ES; inp (outp) is the number of functions from the input 

(output) ontology that occur in the ES; nex is the number of non-executable properties in ES. The number 

of variables in the IS equals rulesIS – inp. 

For verifying an executable model in the SMV, OBDD-based symbolic model checking algorithms are 

used; the study of complexity of such algorithms is given in (McMillan, 1993). In general, the complexity 

of model checking grows exponentially with increase of the number of state variables and of the 

branching factor of the corresponding state space. However, the auxiliary variables and rules in an 

executable specification, generated by the transformation procedure, do not create any new branches in 
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the state space corresponding to the specification, but rather are related linearly (i.e., in sequence) to other 

states of the space. In particular, an observation state and the corresponding memory state are related by 

an unconditional transition relation; after a memory (preparation) formula becomes true in some state, the 

state is created in which the corresponding auxiliary variable fmem (fprep) is assigned the value true; when 

fprep is true in a state, then the state is unconditionally generated, in which the corresponding action 

variable is true; the states in which reactivation variables are true, are also related to other states in 

sequence.  

12  Some Implementation Details 

To automate the proposed procedure the software tool was developed in Java. A model that describes 

dynamics of a system using an interaction ontology should be provided as an ASCII text file with name 

input.txt in the directory with the translation tool. All dynamic properties should be specified in the format 

[past formula] implies [future formula], where [future formula] is of the form [conditional formula] implies [action 

formula]. If the future formula contains a trivial condition (which is always true), then this condition can 

be omitted, and the corresponding dynamic property should be specified as [past formula] implies [action 

formula]. 

In order to enter a new dynamic property into the input file, first the past formula should be entered, 

then <new line symbol> and the future formula should be entered. If the specified property is not the last 

one in the specification, then <new line symbol> followed by a combination of symbols “---“ and one more 

<new line symbol> has to be added. More specific technical details for specifying dynamic properties are 

given below. 

 

• All time variables should be named as t[index], where [index] is a natural number. 

• Time variables of both past and future formulae should be related to t, which is a standard 

variable and should not be additionally introduced (the present time point, with respect to which 

the formula is being evaluated).  

• Names of state atoms should not contain blanks; no white spaces are allowed in predicate 

expressions. 

• There are a number of standard predicates defined: 

- world(t,a): denotes an event a in the external world at a time point t 

- observed(t,a): denotes an observation a of an agent at a time point t 

- communicated(t, a): denotes a communication act a of an agent performed at a time point t 
- output(t,a): denotes an output a at a time point t 

• Formulae are built using the following logical connectives and quantifiers: 

- AND: denotes the logical “and” 

- THEN: denotes the logical implication 

 - not_a: denotes the negation of an atom a (note that negations can be also applied to the 

 predicates, e.g., not_world(t,a), not_observation(t,not_a)) 

 - ‘[‘,’]’: denote brackets for formulas (note that brackets should be always separated by a  

 single blank from the literals, which stand before and after them) 

 - At1: denotes a universally quantified variable t1 

 - Et1: denotes an existentially quantified variable t1 

 - , : denotes a coma (make notice that there should be no blanks between a coma and literals  

 before and after it). 

• Other logical connectives can be expressed by means of already mentioned ones. 

 

For example,  

Past formula:  Et3 t3<t observation(t3,a)  
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Future formula: At1 t1>=t observation(t1,b) THEN action(t1+2,c) 

The transformation algorithm searches in the input file for the standard predicate names and the 

predefined structures, then performs string transformations that correspond precisely to the described 

steps of the translation procedure, and adds executable rules to the output specification file. In particular, 

for every observed atom from past and condition state formulae corresponding memory state generation 

and memory state persistence rules are formed. During the transformation of dynamic properties into 

corresponding rules of the executable theory  Tho→m in the expressions for qmem and qcprep, time variables 

t[index] are replaced by local time variables u[index], where [index] is a natural number. Additionally, for 

every observed atom from condition state formulae, a rule for generating stimulus_reaction atom and a 

stimulus reaction state persistence rule are created. Furthermore, for every output atom the preparation 

state and the output state generation rules are created. When transformation is finished, the output.txt file 

with the resulted executable specification is generated.  

The transformation tool works on any platform running JRE 1.4 or higher. The processor capacity and 

the amount of RAM do not bear considerable influence on the time to generate an executable 

specification. In particular, on a computer system with the Intel Pentium III 850 MHz and 128 Mb RAM, 

the executable specification for the example considered in this paper was generated in 0.53 seconds. 

13  Translating the Executable Format into Various Formats 

Although the executable format described in Section 3 is very general, it has much in common with a 

number of particular executable languages and logics. In this Section we shall consider a number of them: 

the LEADSTO language, propositional modal temporal logic, monodic first-order temporal logic, and the 

loosely guarded fragment of first-order predicate logic. These logics have as advantages good 

computational properties or decidability. For all of these languages and logics dedicated techniques and 

tools for performing different types of analysis (e.g., by simulation or by verification) are available. The 

executable format described in this paper is very close to these languages, but nevertheless is generic in 

the sense that it does not commit to one of them. Therefore, it is easy to make use of these techniques and 

tools, by simple translations of executable specifications into the considered languages and logics. First, 

some general translation principles will be described, applicable to all considered languages and logics. 

Then, more specific translation techniques for the particular languages and logics will be presented and 

illustrated by examples.  

Since most of the considered languages do not allow function symbols, first all functions f: y x z → v in 

executable specifications and in state properties in particular are replaced by predicates combined_of(f, v, y, 

z). Furthermore, the holds-relation (|=) in the reified temporal predicate logic expressions is used as a 

predicate holds_at(X, γ, t) without function symbols in the arguments, which denotes that the state property 

X holds at time point t in the trace γ. Moreover, when occurring, a universal quantification (over a finite 

domain) in a state property is replaced by a conjunction of propositions and similarly an existential 

quantification is replaced by a disjunction of propositions. More specifically, 

∀x: SORT P(x) is replaced by   ∧   P(a)  
 a∈SORT 

 ∃x: SORT P(x) is replaced by  ∨   P(a). 
 a∈SORT 

13.1  Translation Into LEADSTO Format 

The LEADSTO language (Bosse et al., 2007) is an executable fragment of order-sorted logic. It models 

direct temporal or causal dependencies between two state properties in states at different points in time as 

follows. Let α and β be state properties of the form ‘conjunction of atoms or negations of atoms’, and e, 

f, g, h real or integer numbers (constants of sort VALUE). A LEADSTO expression α →→e, f, g, h β, holds 

for a trace γ if: 



 28

 

∀t1 [∀t [t1–g ≤ t < t1 ⇒ α holds in γ at time t ] ⇒ ∃d [e ≤ d ≤ f & ∀t' [t1+d ≤ t' < t1+d+h ⇒ β holds in γ at time t' ] 

The types of executable formulae introduced in Section 3 can easily be translated into the LEADSTO 

format as shown in Table 4. 

Table 4. Translation of executable formulae into LEADSTO format 

Executable formulae Corresponding LEADSTO translation 

∀t holds_at(X,γ,t) ⇒ holds_at(Y, γ,t+c) X →→ c-1, c-1, 1, 1 Y 

∀t holds_at(X,γ,t) ⇒ holds_at(X,γ ,t+1) X →→ 0, 0, 1, 1 X 

∀t holds_at(X,γ,t) ⇒ holds_at(Y,γ,t) X →→ -1, -1, 1, 1 Y 

 

As an illustration, consider the following two examples of translation of properties from executable 

theories into the LEADSTO format. 

1. The transition property from the a preparation to an action state 

∀t' holds_at(preparation_for_output(t'+c, a), γ, t')  ⇒  holds_at(a, γ, t’+c) 

is translated into: 
preparation_for_output(y1, a)  & combined_of(plus, y1, t', c) →→ c-1, c-1, 1, 1 a 

2. The persistence property for the stimulus_reaction atom 

∀t' [ holds_at(stimulus_reaction(p) ∧ ¬ preparation_for_output(t'+c, a), γ, t') ] ⇒  holds_at(stimulus_reaction(p), γ, t'+1) 

is translated into the LEADSTO expression: 

          stimulus_reaction(p) & ¬preparation_for_output(y1, a) & combined_of(plus, y1, t', c)]  

         →→ 0, 0, 1, 1 stimulus_reaction(p) 

A specification in LEADSTO format has as an advantage that it can be easily depicted graphically, in a 

causal graph or system dynamics style. Furthermore, based on specifications in LEADSTO format, using 

the dedicated software environment, simulations of different scenarios can be performed and predicate 

logical dynamic properties can be automatically checked with respect to the generated simulation traces.  

13.2  Translation Into Propositional Modal Temporal Logic 

Propositional modal temporal logic (Benthem, 1995; Fisher, 1996, 2005) has been extensively used in the 

area of computer science to formalize the temporal development of a system. This logic can be seen as an 

extension of classical propositional logic by temporal operators, for a linear discrete time frame (e.g., ‘○’, 

meaning “at the next moment in time”, ‘□’ meaning “at every future moment”, ‘◊’ meaning “at some 

future moment”). The executable formulae of three types are translated into the propositional modal 

temporal logic as shown in Table 5. 

Table 5. Translation of executable formulae into propositional modal temporal logic 

Executable formulae Corresponding propositional modal temporal logic translation 

∀t holds_at(X,γ,t) ⇒ holds_at(Y, γ,t+c) □ (X ⇒  ○c Y)* 

∀t holds_at(X,γ,t) ⇒ holds_at(X,γ ,t+1) □ (X ⇒  ○ X) 

∀t holds_at(X,γ,t) ⇒ holds_at(Y,γ,t) □ (X ⇒ Y) 

* ○c is the contracted form that denotes c executable rules in form X' ⇒  ○ Y', which describe c intermediate transitions between 

the state in which X holds and the state in which Y becomes true; notice that this requires that c-1 intermediate state properties 

are added to the state ontology to represent these intermediate states. 

As a first example, the executable property  
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∀t' holds_at(preparation_for_output(t'+c, a), γ, t')  ⇒  holds_at(a, γ, t’+c) 

with domain DACTION ={a1, a2} is translated into two propositional modal temporal logic formulae: 

□ (preparation_for_output(a1)  ⇒ ○c a1) 

□ (preparation_for_output(a2)  ⇒ ○c a2) 

Note that some state properties contain variables (e.g., in memory functions) over sort LTIME, whereas in 

modal temporal logic time is not explicitly available. To allow translation of such properties into 

propositional modal temporal logic, the predicate present_time is added to the state ontology and the 

domain for sort LTIME is explicitly defined. For example, the memory state generation property 
∀t' holds_at(p, γ, t')  ⇒ holds_at(memory(t', p) ∧ stimulus_reaction(p), γ, t') 

with the domains DLTIME = {1,2,3}, DEVENT = {p1, p2} is translated into a propositional modal temporal logic 

formula as follows: 

present_time(1) & p1  ⇒  memory(1, p1) ∧  stimulus_reaction(p1)  

present_time(2) & p1  ⇒  memory(2, p1) ∧  stimulus_reaction(p1)  

present_time(3) & p1  ⇒  memory(3, p1) ∧  stimulus_reaction(p1)  

Similar for the domain instance p2. 

Although the obtained specification may look quite cumbersome, nevertheless, by applying automated 

verification techniques based on efficient temporal resolution methods, such specifications can be 

effectively processed and analyzed. Furthermore, executable properties translated into propositional 

modal temporal logic can be naturally represented in MetateM, a modelling language based on the direct 

execution of modal temporal logic statements. By means of the dedicated software tools simulation and 

analysis of MetateM specifications can be performed. However, the expressivity of propositional modal 

temporal logic is still limited. For practical purposes more compact and expressive representations are 

needed, such as, for example, suggested by first-order variants of temporal logic. 

13.3  Translation into Monodic First-Order Temporal Logic 

The first-order temporal logic (FOTL) is an extension of classical first-order logic with modal operators 

for a linear discrete time frame; e.g., (Hodkinson et al., 2000; Hustadt et al, 2005). The monodic fragment 

of FOTL consists of all formulae, in which quantifiers over the domain variables are applied to formulae 

with at most one free temporal variable. The three types of formulae defined in the executable format 

comply with this requirement. In general, translation into this first order temporal logic is similar to one 

given in Table 5. Furthermore, since the monodic fragment does not include function symbols, the 

functions used for building state properties in the reified temporal predicate logic are to be replaced by 

the corresponding predicates, as shown earlier. Consider the following two examples.  

1. The transition property from the a preparation to an action state 

∀t' holds_at(preparation_for_output(t'+c, a), γ, t')  ⇒  holds_at(a, γ, t’+c) 

is translated into 

□ [ preparation_for_output(y1, a) & combined_of(plus, y1, t', c) ⇒  ○c a] 

2. The persistence property for the stimulus_reaction atom 

 
∀t' holds_at(stimulus_reaction(p) ∧ ¬ preparation_for_output(t'+c, a), γ, t') ⇒   

holds_at(stimulus_reaction(p), γ, t'+1) 

is translated into 

□ [stimulus_reaction(p) & ¬preparation_for_output(y1, a ) &  

              combined_of(plus, y1, t', c) ⇒  ○ stimulus_reaction(p)] 
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Specifications in monodic first-order temporal logic can be automatically verified using the dedicated 

theorem prover TeMP (Hustadt et al, 2005) that implements the resolution-based calculus for monodic 

first-order temporal logic. 

13.4  Translation Into the Loosely Guarded Fragment of Predicate Logic 

The loosely guarded fragment (Andreka, Benthem and Nemeti, 1998) is decidable and has good 

computational properties. Formulae in the loosely guarded fragment are specified in the form: 

∃y ((α1 ∧ … ∧ αm) ∧ ψ(x, y))  or   ∀y ((α1 ∧ … ∧ αm) → ψ(x, y)) 

where x and y are tuples of variables, α1 … αm are atoms that relativize a quantifier (the guard of the 

quantifier), and ψ(x, y) is an inductively defined formula in the guarded fragment, such that each free 

variable of the formula is in the set of free variables of the guard. The formulae defined in the executable 

format are also formulae of the loosely guarded fragment of the first-order predicate logic with atomic 

guards specified by predicates holds_at(X, γ, t). For example, the transition property from the a preparation to 

an action state 

∀t' holds_at(preparation_for_output(t'+c, a), γ, t')  ⇒  holds_at(a, γ, t’+c) 

is translated into the loosely guarded fragment as follows 

∀t' [ [holds(y3, γ, t') & combined_of(preparation_for_output, y3, y1, a) &  

combined_of(plus, y1, t', c) ]   →  holds_at(a, γ,  y1) ] 

Specifications in terms of the loosely guarded fragment can be effectively analyzed by resolution 

techniques implemented by theorem provers such as Bliksem (Nivelle, 1999). 

 

14  Related Work 

The proposed approach has similarities with compositional reasoning and verification techniques 

(Hooman, 1994; Jonker and Treur, 2002; de Roever et al., 2001) in the way how it handles complex 

dynamics of a system. Compositional reasoning approaches developed in the area of software engineering 

are based on one common idea that the analysis of global properties of a software system can be reduced 

to the analysis of local properties of system components. More specifically, the problem of satisfaction of 

global properties of a complex software system can be reduced to two (easier) problems: (i) identifying 

and justifying relations between global properties of the system and local properties of its components 

(parts); (ii) verifying local properties of system components with respect to components specifications.  

Recently different variations of the “assume-guarantee” method for compositional reasoning has 

gained popularity. According to this method, a system is divided into a (limited) number of components 

(processes), and then for each component, properties that describe (or prescribe) its externally observable 

behaviour are specified. A component property is expressed by a pair (A, G) consisting of a commitment 

(or a guarantee) G that the component will satisfy provided the environment of the component satisfies 

the assumption property A. Note that environmental assumptions for each component include also (results 

of) commitments of other components of the system, with which the component interacts. Furthermore, 

properties of components are expressed in terms of externally observable interface states of components; 

this allows abstraction from internal dynamics of components. For the specification of properties different 

types of (temporal) logics are used.  

A specification of properties in the “assume-guarantee” method can be related to agent specifications 

considered in this paper. In particular, if a component is represented by an agent, then environmental 

assumptions for the component can be represented by input (observation) state properties of the agent, 

and the commitments can be represented by agent output (action, communication) state properties. Then, 

a component property corresponds to an implication relation between agent input and output state 

properties. Furthermore, both input and output state properties are expressed based on the interface 
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ontology of the agent (i.e., abstracted from the internal dynamics of the agent and agent implementation 

details). Input state properties express observations and communications of/to environment, other agents, 

and even of/to the agent itself (which is different from the “assume-guarantee method”). 

Local properties of components in the “assume-guarantee” specifications are often verified on the 

internal specifications of components by algorithmic methods (e.g., model checking), however, 

(de)compositions relations between components are justified by compositional deductive technology 

(e.g., PVS theorem prover), in most cases semi-automatically. In the proposed approach the verification 

of relations between properties of different aggregation levels is performed completely automatically. In 

contrast to compositional reasoning methods, the proposed method provides means for automatic 

translation of the original specification of a complex system into the executable format that can be easily 

processed by model checking tools. 

In (Pill et al., 2006) formal methods for the analysis of hardware specifications expressed in the 

language PSL (an extension of the standard temporal logics LTL and CTL), are described. By means of 

the suggested property assurance technique supported by a tool, different global system properties (e.g., 

consistency) can be verified on specifications and in such a way the correctness of specifications can be 

established. The verification is based on bounded model checking techniques. Besides the specification 

language, an essential difference between this analysis method and the approach proposed in this paper is 

that the latter provides means for the multi-level (or compositional) representation and verification of 

properties in specifications. This allows system modelling at a necessary level of abstraction and the 

reduction of the complexity of verification of system dynamics. 

Similar differences can be identified in comparison with the approach proposed in (Fuxman, 2004). 

This approach allows semi-automatic formalization of informal graphical specifications of multi-agent 

systems with the subsequent verification of dynamic properties using model checking techniques. 

Formalized specifications comprise descriptions of classes that describe components of a multi-agent 

system and relations between them, constraints over these components, assertions and possibilities. 

Although the first-order temporal logic that is used for formalizing these specifications is expressive 

enough to define complex temporal relations, it is does not provide the complete expressivity allowed by 

the reified temporal logic used in this paper (e.g., arithmetical operations, references to multiple traces in 

the same formula). Furthermore, although such specifications can be built and analyzed in parts, the idea 

of compositional verification, central in our approach, is not elaborated in this approach. 

Component structures and multi-aggregation-level representation of multi-agent systems are 

conceptually similar to organizational structures and organizational view on multi-agent systems, which 

also addresses the issue of handling complex dynamics; e.g., (Ferber and Gutknecht, 1998). However, 

organizational structures of multi-agent systems are defined often more strictly than groups of 

components in the proposed approach. In particular, in (Fisher et al., 2003; Ferber and Gutknecht, 1998) 

groups form a well-defined communication space for agents. Such a space ensures that messages are 

exchanged between and understood by the group members only. Furthermore, in (Ferber and Gutknecht, 

1998) only agents that play a special role are allowed to transfer information in and outside a group. Such 

requirements are not always necessary in component-based systems, however may be ensured by 

specifying appropriate properties for components of different levels. Moreover, often a more fine-grained 

definition of roles as functions of agents is provided in multi-agent organizations (e.g., Jonker et al., 

2007; Hannoun et al., 1998; Zambonelli et al., 2003). In a component-based system a way to divide 

different functions of a component and to treat them separately is by refining a component in 

subcomponents, which may be placed in different groups. Furthermore, sometimes norms can be enforced 

in multi-agent organizations at the level of groups, with which the group members should comply 

(Dignum et al., 2005). In the approach proposed in this paper the properties of higher level components 

are entailed logically from properties of lower level components. In such a way, group properties are not 

enforced in a top-down manner as norms, but rather emerge from the properties of the lower level 

components.  
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Representation formats similar to the one of an executable specification used in this paper are known 

in Computer Science and AI. In particular, representation of the dynamics of a system by logical 

implications from properties of the past to properties of the future is used in high-level modelling 

approaches developed in the area of Requirements Engineering (Kotonya and Sommerville, 1998). Such 

specifications often are used at a higher aggregation level for the more global properties of a process as a 

whole, abstracting from the basic steps or mechanisms that realise the process, but also can be used at 

lower aggregation levels.  

In Dynamics Systems Theory (Van Gelder and Port, 1995) a dynamical system is often considered as a 

state-determined system, which dynamics is described by logical implications from properties of a present 

state to properties of future states. Whereas a specification ‘from past to future’ expresses a property of 

the process from a more global aggregation level, a specification ‘from present to future’ expresses 

properties of the same process at a lower, more basic aggregation level. This can be considered a 

refinement of the former specification. This illustrates Ashby (1960)’s assumption that the ontology for 

world states can be chosen or extended in such a manner that it is possible to obtain a specification in the 

more simple and more limited ‘present to future’ format which determines the behaviour of the system.  

Recently, model checking techniques used for analysis in this paper have been applied more and more 

for verification of different aspects of multi-agent systems: for checking agent specifications in the form 

of programs (Bordini, 2004), for verifying communication protocols, and specification expressed in 

epistemic temporal logics (Wozna, Lomuscio and Penczek, 2005). In situations, in which dynamics of a 

multi-agent system are specified using temporal modal logics, temporal proof techniques can be of use. 

As an example, an approach for automated verification of temporal logical specifications in modal 

temporal logic by means of clausal resolution is suggested in (Fisher, 2005). 

15   Discussion 

The approach to analyzing behaviour of a multi-agent system proposed in this paper is based on 

distinguishing dynamic properties of different aggregation levels. The behaviour at a given aggregation 

level can be specified in some temporal logical language by a set of dynamic properties. As the behaviour 

of a system can be complex, specifications at higher aggregation levels in principle may involve complex 

temporal expressions. However, performing analysis (e.g., by simulations and determining logical 

consequences) of complex temporal formulae is not easy in general. Software tools to support analysis 

need system specifications in a simple format describing the system’s basic steps at a lower aggregation 

level. For that reason, to make analysis possible, often specifications at a lower aggregation level have to 

be created, which may be a tedious task. For example, to express one complex temporal relation, usually a 

large number of simpler specifications are needed. 

To support analysis on the basis of a higher level specification, an automated procedure has been 

developed, which allows transformation of a behavioural specification of a certain aggregation level into 

an executable temporal specification at a lower aggregation level, as a refinement of the given higher 

level specification. Specification of multi-agent system behaviour at a higher aggregation level is much 

easier. The reified temporal predicate logic provides an intuitive way of creating a specification of system 

dynamics, which by the proposed transformation process still can be automatically translated into a lower 

level specification, as shown here. To verify relations between the behavioural specifications of a lower 

and a higher aggregation levels model checking techniques are used. To enable model checking, an 

executable temporal specification of a lower aggregation level is translated subsequently into a 

description of a finite state transition system. Using this, the translation into the input format for the SMV 

model checker is performed. Furthermore, an executable specification in the format introduced in this 

paper can be easily translated into other existing executable languages and logics. This has as an 

advantage that analysis techniques and tools developed for other formalisms may be used for translated 

executable specifications. Furthermore, using the developed procedure also specifications of multi-agent 

systems in other existing executable languages and logics can be transformed into the input format of the 
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SMV model checker. For this no execution of the steps 1-4 of the procedure is needed, since the 

specification is already executable. Instead, the translation rules from Section 13 should be applied to 

obtain an executable specification in the format considered in this paper. Note that if the original 

specification is not executable, then to apply the procedure, a translation should be possible between the 

language of the specification and the reified predicate logic temporal language. In particular, in (Bosse et 

al., 2009) it has been shown how properties in the reified predicate logic temporal language can be related 

to temporal languages that are often used for verification, such as PTL and LTL. Then, the steps 5 and 6 

are to be performed without any modification. The obtained SMV specification can be used to perform 

verification of interlevel relations as has been shown in this paper. 

Finally, one other observation can be made. The transformation can also be seen and used as a way to 

eliminate past aspects from temporal formulae. It is sometimes a point of discussion in how far the 

possibility to incorporate references to the past adds expressivity to a temporal language; e.g., (Hodkinson 

and Reynolds, 2005). The transformation given here shows on the one hand that the past elements can be 

eliminated, so one can say that no essential expressivity is added by using past elements. On the other 

hand, however, this elimination is not for free: the state ontology has to be extended seriously to achieve 

it, in line with Ashby (1960)’s remarks discussed in Section 14.  
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Appendix A: Formal Foundations 

 

Lemma 3.1 

Let ϕ(γ, t) be a dynamic property expressed using the state ontology Ont. Then the following holds: 

(1) coincide_on(γ1, γ2, Ont)  & coincide_on(γ2, γ3, Ont)  ⇒ coincide_on(γ1, γ3, Ont)   

(2) coincide_on(γ1, γ2, Ont)  ⇒  [  ϕ(γ1, t)  ⇔ ϕ(γ2, t)  ]. 

Proof sketch. 

The transitivity property (1) follows directly from the definition of coinciding traces for coincide_on(γ1, γ2, Ont)  and 

coincide_on(γ2, γ3, Ont): 

∀a∈STATATOMOnt   ∀t'   [holds_at(a, γ1, t')  ⇔  holds_at(a, γ3, t') ] ⇒ coincide_on(γ1, γ3, Ont) 

From 

∀ γ1, γ2  [ coincide_on(γ1, γ2, Ont)  ⇒  ∀t' [ϕp(γ1, t') ⇔ ϕp(γ2, t')  &  ϕf(γ1, t') ⇔ ϕf(γ2, t') ]] 

follows that  ϕ(γ1, t)  ⇔ ϕ(γ2, t). 

 

Theorem 3.1 

If the executable specification πA(γ, t) refines the external behavioural specification ϕA(γ, t) of component A, and ψ(γ, t) is a 

dynamic interaction property of component A in its environment, expressed using the interaction ontology InteractionOnt(A), then 

for any trace γ  

[ π A(γ, t)   ⇒  ψ(γ, t) ]  ⇔   [ ϕ A(γ, t)   ⇒  ψ(γ, t) ] 

Proof sketch. 

⇐  is direct:  

from  πi(γ, t) ⇒  ϕi(γ, t)  and   ∧ϕi(γ, t)  ⇒  ψ(γ, t)  it follows  ∧πi(γ, t)  ⇒  ψ(γ, t). 

⇒  runs as follows:  

Suppose ϕi(γ, t) holds for all i, then since π1(γ) refines ϕ1(γ, t), then according to the definition of refinement of an externally 

observable property exists such a γ1 that π1(γ1) and coincide_on(γ, γ1, InteractionOnt (A)).  

Due to Lemma 3.1, this γ1 still satisfies all ϕi(γ1, t) (i.e., ϕi(γ1, t) holds for all i). 

Proceed with γ1 to obtain a γ2 and further for all i to reach a trace γn, for which   

πi(γn)  holds for all i,  

and  

coincide_on(γ, γn, InteractionOnt(A)), 

and 

ϕi(γn) holds for all i. 

 

From   

 for any trace γ ∀i [πi (γ)  ⇒  ϕi (γ)], 

and 

  for any trace γ   [ ∧πi(γ)  ⇒  ψ(γ, t)  ] 

it follows that for any trace γ  ∧ϕi(γ)  ⇒  ψ(γ). 

So it has been proven that   for any trace γ  ∧ϕi(γ)  ⇒  ψ(γ) . ■ 

 

Lemma 4.1 (Normalization lemma) 
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Let t be a given time point. If a formula δ(γ, t) only contains temporal relations such as t' < t" and t' ≤ t", and atoms of the form 

holds_at(p, γ, t) for some name of a state formula p, then some state formula q(t) can be constructed such that δ(γ, t) is equivalent 

to the formula δ*(γ, t) of the form holds_at(q(t), γ, t). 

Proof sketch for Lemma 4.1. 

First in the formula δ(γ, t) replace all temporal relations such as t' < t" and t' ≤ t" by holds_at(t' < t", γ, t) and holds_at(t' ≤ t", γ, t) 

respectively. Then proceed by induction on the composition of the formula δ(γ, t). Treat the logical connectives &, |, ¬, ⇒, ∀s, ∃s.  

1) conjunction: δ(γ, t)  is  δ1(γ, t) &  δ2(γ, t)   

By induction hypothesis 

δ1(γ, t)  ⇔  holds_at(p1, γ, t)  (which is δ1*(γ, t)  ) 

δ2(γ, t)  ⇔  holds_at(p2, γ, t)  (which is δ2*(γ, t)  ) 

Then 

δ(γ, t)  ⇔  holds_at(p1, γ, t)  &  holds_at(p2, γ, t)  ⇔  holds_at( p1 ∧ p2 , γ, t)  (which becomes δ*(γ, t)) 

2) disjunction: δ(γ, t)  is  δ1(γ, t)  |  δ2(γ, t) 

Again by induction hypothesis 

δ1(γ, t)  ⇔  holds_at(p1, γ, t)  (which is δ1*(γ, t)) 

δ2(γ, t)  ⇔  holds_at(p2, γ, t) (which is δ2*(γ, t)) 

Then 

δ(γ, t)  ⇔  holds_at(p1, γ, t)  |  holds_at(p2, γ, t)  ⇔  holds_at(p1 ∨ p2, γ, t)    (which becomes δ*(γ, t)) 

3) negation: δ(γ, t)  is  ¬δ1(γ, t) 

δ1(γ, t)  ⇔  holds_at(p1, γ, t) 

δ(γ, t)  ⇔  ¬holds_at(p1, γ, t) 

δ(γ, t)  ⇔  holds_at(not(p1), , γ, t)   (which is δ*(γ, t)) 

4) implication: δ(γ, t)  is  δ1(γ, t)  ⇒  δ2(γ, t) 

Again by induction hypothesis 

δ1(γ, t)  ⇔  holds_at(p1, γ, t)   (which is δ1*(γ, t)) 

δ2(γ, t)  ⇔  holds_at(p2, γ, t)   (which is δ2*(γ, t)) 

Then 

δ(γ, t)  ⇔  [holds_at(p1, γ, t)  ⇒  holds_at(p2, γ, t)]  ⇔  holds_at(p1 → p2, γ, t)  (which becomes δ*(γ, t)) 

5) universal quantifier:  

δ(γ, t)  ⇔ ∀t' holds_at(p1(t'), γ, t) 

δ(γ, t)  ⇔ holds_at( ∀∀∀∀u' p1(u'), γ, t) (which is δ*(γ, t)) 

6) existential quantifier: 

δ(γ, t)  ⇔ ∃t' holds_at(p1(t') , γ, t) 

δ(γ, t)  ⇔ holds_at(∃∃∃∃u' p1(u') , γ, t)    (which becomes δ*(γ, t)) 

 

Lemma 4.2 

If time has properties of correctness and uniqueness, then 

ϕmem(γ, t) ⇔ holds_at(qmem(t) , γ, t) ⇔ holds_at(qmem, γ, t)   (1) 

Proof. 

The proof follows directly from Lemma 4.1, definitions of correctness and uniqueness of time and the definition of the formula 

qmem.  

 

Proposition 4.1 
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Let ϕp(γ, t) be a past statement for a given t, ϕmem(γ, t) the memory formula for ϕp(γ, t), qmem(t) the normalized memory state 

formula for ϕmem(γ, t), and Tho→m the executable theory from the interaction states for ϕp(γ, t) to the memory states. Then,  

Tho→m  |=  [ϕp(γ, t)  ⇔  ϕmem(γ, t)] 

and  

Tho→m  |=  [ ϕp(γ, t)  ⇔  holds_at(qmem(t) , γ, t) & holds_at(qmem(t), γ, t) ⇔ holds_at(qmem, γ, t)]. 

Proof. 

From the definitions of qmem(t) and of Tho→m follows 

 Tho→m  |=  [ ϕp(γ, t)  ⇔  ϕmem(γ, t)  ] 

Further by Lemma 4.2 

Tho→m  |=  [ ϕp(γ, t)  ⇔  holds_at(qmem(t) , γ, t)  ] ■ 
 

Lemma 5.1 

If time has properties of correctness and uniqueness, then 

ϕcmem(γ, t, t1) ⇔ holds_at(qcond(t, t1) , γ, t1) & holds_at(qcond(t, t1) , γ, t1) ⇔ holds_at(qcond(t) , γ, t1) (2) 

Proof. 

The lemma can be proven in the same manner as Lemma 4.2. 

 

Lemma 5.2 

If time has properties of correctness and uniqueness, then 

 ϕprep(γ, t1)  ⇔  holds_at(qprep(t1) , γ, t1) & holds_at(qprep(t1) , γ, t1) ⇔  holds_at(qprep, γ, t1)      (3) 

Proof. 

The lemma can be proven in the same manner as Lemma 4.2. 

 

Lemma 5.3 

If time has properties of correctness and uniqueness, then 

 ϕcprep(γ, t) ⇔ holds_at(qcprep(t) , γ, t) & holds_at(qcprep(t) , γ, t) ⇔ holds_at(qcprep , γ, t) (4) 

Proof. 

The lemma can be proven in the same manner as Lemma 4.2. 

 

Proposition 5.1 

Let ϕf(γ, t) be a future statement for t of the form ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕbh(γ, t1)], where ϕcond(γ, t, t1) is an interval statement, which 

describes a condition for one or more actions and/or communications and ϕbh(γ, t1) is a (conjunction of) future statement(s) for t1, 

which describes action(s) and/or communications that are to be performed; let ϕprep(γ, t1) be the preparation formula, ϕcprep(γ, t) be 

the conditional preparation formula for ϕf(γ, t), qcprep(t) be the normalized conditional preparation state formula for ϕcprep(γ, t), and 

Thm→p the executable theory for ϕ(γ, t) from memory states to preparation states. Then,  

Thm→p  |=  ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  ⇔  ϕcprep(γ, t)] 

and  

Thm→p  |=  [∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  ⇔  holds_at(qcprep(t) , γ, t)  &    

holds_at(qcprep(t) , γ, t) ⇔  holds_at( qcprep , γ, t)]. 

 

Proof. 

From the definition of Thm→p , Lemmas 5.1 and 5.2, Definition 5.6 it follows that  

Thm→p  |=  ∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  ⇔  ϕcprep(γ, t)] 

Then, by Lemma 5.3  

Thm→p  |=  [∀t1>t [ϕcond(γ, t, t1) ⇒ ϕprep(γ, t1)]  ⇔  holds_at(qcprep(t), γ, t)  
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and 

holds_at(qcprep(t) , γ, t) ⇔  holds_at(qcprep , γ, t) 

■ 

 

Proposition 6.1 

Let ϕbh(γ, t1) be a (conjunction of) future statement(s) for t1, which describes action(s) and/or communications that are to be 

performed, ϕprep(γ, t1) be the preparation formula and Thp→o the executable theory from preparation states to output states. 

Then,  

Thp→o  |=  [ ϕprep(γ, t1)  ⇒  ϕbh(γ, t1) ] 

Proof. 

Follows directly from the definition of Thp→o ■ 
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Figures. 

 
 
 
 
 
 
 

Figure 1.  Graphical illustration of the structure of a formula from an external behavioural specification. In the 

illustration p1, p2 and p3 represent state properties that hold at the time points t’, t’’ and t’’’ correspondingly, and a1, a2 

are the actions executed at time points t1+c1 and t1+c2 correspondingly. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  A graphical representation of relations between interaction states described by a non-executable dynamic 

property and internal states described by rules from the executable theories Tho→m, Thm→p  and Thp→o. Here p1, p2 and 

p3 represent state properties that hold at time points t’, t’’ and t’’’; the memory states specified over these state 

properties are memory(t’, p1), memory(t’, p2) and memory(t’, p3); a1 and a2 are output states; preparation states for 

these output states are preparation_for_output(t1+c1, a1) and preparation_for_output(t1+c2, a2); qmem and qcprep are 

normalized memory and conditional preparation state formulae and qcond(t) and qcpret are normalized condition state 

formula and preparation state formula used to specify transitions from memory states to preparation states for output. 
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