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Frequency metrology on the Mg 3s2 'S — 3s4p 'P line for comparison with quasar data
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We report a frequency metrology study on the Mg 3s” ls— 3sdp 'P transition near 202.5 nm. For this
purpose, the fourth harmonic of the output from an injection-seeded Ti:sapphire pulsed laser is employed in a
Mg atomic beam experiment with laser-induced fluorescence detection. Absolute frequency calibration with a
frequency comb laser is performed on the cw seeding radiation, while the chirp-induced frequency shift
between the pulsed output and the seed light is monitored on line. The resulting transition frequency for the
main isotope 24Mg is determined at 49 346.756 809(35) m~!. This value is three orders of magnitude more
precise than the best value in the literature. The line positions of the other isotopes 25Mg and 26Mg are also
measured at comparable accuracy, giving rise to very exact values for the isotopic shifts. The achieved
precision for the transition frequency at the 7 X 107!° level makes this second resonance line of Mg1 an
additional candidate for inclusion in many-multiplet methods, aimed at detecting a possible temporal variation
of the fine-structure constant o from comparison with quasar spectra. The isotopic shifts obtained are also
important to correct for possible systematic shifts due to evolution of isotopic abundances, which may mimic

a-variation effects.
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I. INTRODUCTION

The recent findings [1] claiming a possible variation of
the fine-structure constant a=e’/4mweyfic touch upon the
very foundations of physics. A recent analysis by Murphy et
al. [2] combining data from 128 quasar absorption systems
over redshift ranges of 0.2<z,,<3.7 shows Aa/a
=(-0.543+0.116) X 107>, a result at the 5o confidence level.
Notwithstanding the detailed data reduction and error analy-
sis [3] the findings of this group, using the Keck telescope
for observations of quasars in the northern hemisphere, are
disputed by other groups, using the Very Large Telescope of
the European Southern Observatory, monitoring quasar ab-
sorption systems in the southern hemisphere. [4,5]

The method used to extract information on a possible
variation of a, the many-multiplet (MM) method [6,7], in-
cludes a number of atomic (and ionic) fine-structure split-
tings in a comparison between quasar and zero-redshift
absorption features. The method requires extensive
first-principles atomic-structure calculations of relativistic
corrections to level energies, resulting in characteristic g fac-
tors for each atomic transition that represent the sensitivity
for a certain spectral line to depend on a variation of «. The
q factors for a number of atomic and ionic spectral lines
including magnesium have been calculated [8]. For the tran-
sition frequencies at z=0 the most accurate literature values
are used in the comparisons, but for many lines the uncer-
tainties in the laboratory spectra are equally large as, or even
larger than, those of the quasar features. Recently Berengut
et al. [9] have produced a list of lines that could be imple-
mented in the MM method to improve constraints on varia-
tion of «, if improved laboratory data became available. The
352 18— 3s4p 'P transition in Mg 1 was identified as one that
needed a more accurate rest-frame frequency determination.

In addition, because isotope abundances in the early uni-
verse and at distant locations in space may differ from those
on Earth, accurate measurements of isotope shifts are re-
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quired to quantify systematic effects and to prevent varying
isotope abundances from mimicking variations of «. In par-
ticular, for magnesium, contributing several lines to the MM
methods with large isotopic shifts, there exists an ongoing
dispute on the isotopic evolution of the abundance ratio and
its consequences for variations of « [10-12]. For these rea-
sons a renewed interest has arisen in the determination of
isotope shifts through refined ab initio calculations [13,14].

In view of the need for improved spectral data, we have
reinvestigated the Mg1 3s> 'S— 3s4p 'P spectral line near
202 nm. The most accurate determination of the transition
frequency for this second resonance line in the singlet system
of magnesium dates back to the classical study of Risberg
[15]. While the 3s®'S—3s3p 'P first resonance line has
been the subject of many high-resolution investigations, fo-
cusing on the absolute transition frequency [16,17], the iso-
tope shift [18—20], and even the hyperfine structure of Mg
[21], such detailed studies have not been performed for the
4p level.

In the present experimental investigation, a pulsed laser
source, tunable near 202 nm, is used for exciting the 3s2's
—3s4p 'P in Mg. This approach, with the unavoidable in-
trinsic broadening due to the pulse structure of the light
source, is chosen because of the difficulty in producing ra-
diation in the deep-uv via nonlinear conversion with
continuous-wave lasers. Using a pulsed titanium:sapphire
(Ti:Sa) oscillator in the near-infrared range, three stages of
nonlinear conversion are required to attain deep-uv wave-
lengths [22]. The frequency metrology using a home-built
frequency comb laser setup [23,24] is performed on the out-
put of the continuous-wave (cw) laser, which also seeds the
oscillator cavity of the pulsed laser system. As is known
from pulsed-dye laser systems, frequency excursions during
the temporal pulse evolution (known as frequency chirp)
may cause a net shift between the center frequency of the
pulse and the cw frequency seeding the pulsed amplifier
[25-27]. For the calibration of the singlet 3s4p level in Mg
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FIG. 1. Term level scheme of the singlet system of Mg showing
the excitation and decay channels of the 3s4p ' P level investigated.
The laser excitation is at 202 nm and the 285 nm fluorescence from
the 3s3p to the ground state is monitored in the experiment.

we have performed extensive measurements on these chirp
effects, which are a limiting factor on the attainable accuracy
in the transition frequency.

II. EXPERIMENTAL SETUP AND PROCEDURES

A. Mg atomic beam setup

Figure 1 depicts the term levels of the singlet system in
Mg that are relevant for the excitation and detection scheme
used in the present study. The excited 3s4p state has a life-
time of 14 ns [28] and decays back to the ground state via
three channels. While the resonant decay has a branching
ratio [29] of =85%, both of the remaining two channels—
2% via 3s4s, 13% via 3s3d—decay to the 3s3p level that
eventually emits 285 nm light upon relaxation to the ground
state. This allows for off-resonant fluorescence detection at
285 nm with the advantage of efficient filtering of the
202 nm background with a Schott UG5 color filter.

A schematic of the atomic beam apparatus including the
laser excitation and laser-induced fluorescence (LIF) detec-
tion zone is shown in Fig. 2. Metallic magnesium is heated in
an oven to about 700 K producing an effusive atomic beam
that is collimated downstream by two skimmers (S1, 0.5 mm
diameter, and S2, 2 mm diameter) to reduce the transverse
velocity spread. The line broadening due to the transverse
velocity spread of the skimmed atomic beam is about
20 MHz.

Any deviation from the perpendicular alignment of the
atomic and laser beams will result in a Doppler shift. To
address this issue, the laser beam is split into two paths and
then aligned such that the laser beams are counterpropagat-
ing collinearly as they cross the atomic beam. As long as the
two laser beams are exactly counterpropagating, the first-
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FIG. 2. Experimental arrangement of the off-resonance laser-
induced fluorescence detection using a collimated Mg atomic beam.
The excitation laser beam is split and the two paths are aligned to
be perfectly counterpropagating, making use of the Sagnac-
interferometer configuration. S1 and S2, skimmers; BS, beam split-
ter; PMT, photomultiplier tube.

order Doppler shifts in both beams will be of opposite signs
and the unshifted line position can be obtained by taking the
average of the line positions resulting from either laser path.
The burden of establishing perpendicular atomic and laser
beam alignment is then transposed to ensuring that the coun-
terpropagating laser beams are perfectly aligned. However, it
should be noted that the laser beams are aligned preferably
perpendicularly to the atomic beam in order to achieve maxi-
mum signal-to-noise ratio.

An interferometric alignment technique is employed in
order to align the counterpropagating beams to less than &
=0.1 mrad misalignment, which corresponds to a Doppler
shift of about 350 kHz in the deep uv. As shown in Fig. 2,
the excitation laser beam is split into two paths and then
recombined to form a Sagnac interferometer. Special care
was taken to ensure that the distances between beam splitter
and interaction region are equally long for both light
branches and that the two arms are of comparable intensity.
Moreover the light is collimated with a beam diameter of
about 1 mm at the interaction region. The advantage of the
Sagnac setup is its robustness against acoustic disturbances
which modulate the arm length of the interferometer. Since
those disturbances affect both counterpropagating light
beams in the same way, the path difference and likewise the
interference pattern remain unchanged. In fact the interfer-
ence pattern is predominantly influenced by the angle & be-
tween the two contributing arms. When & is lowered to zero
the interference will show a dark fringe, which is especially
useful as a sensitive alignment technique. In a two-beam
interference pattern the relation between fringe periodic dis-
tance L and the angular misalignment 6 of the two interfering
beams is given by

A
—=sin 0= 0=26. (1)
L

Geometric consideration shows that an angular mismatch &

between the counterpropagating beams within the Sagnac in-
terferometer will lead to an angle #=26 on the screen. The
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FIG. 3. Schematic representation of the experiment. The ampli-
fied output of a Ti:Sa pulsed oscillator is upconverted to the fourth
harmonic, and the resulting 202.5 nm light is used in the atomic
beam setup as depicted in Fig. 2. The cw pulse frequency offset is
monitored throughout the measurement. The frequency of the cw
Ti:Sa seed radiation is measured with a femtosecond frequency
comb, which is referenced to a Rb frequency standard with global
positioning system (GPS) time correction. A precalibration with an
I, saturation setup is performed to determine the correct mode of
the frequency comb.

attainable accuracy for the angular alignment is restricted by
the beam diameter, because it determines the spot size on the
screen and likewise the maximum resolvable fringe period L.
Identifying the fringe period L with the beam diameter d
=1 mm yields the aforementioned possible misalignment of
6=0.1 mrad. Since the interferometer alignment does not
drift from dark fringe to the first-order fringe pattern show-
ing up on the screen the accuracy for Jis actually better. Still
we keep this uncertainty level as a conservative measure. A
more detailed discussion of the interferometric alignment to
eliminate first-order Doppler shifts will be provided in a
forthcoming presentation.

B. The deep-uv laser source

A schematic representation of the laser system and fre-
quency metrology setup is shown in Fig. 3. The uv laser
source has been described in some detail before [22]. The
system consists of a Ti:Sa pulsed oscillator that is injection
seeded with light from a cw Ti:Sa ring laser and is actively
locked using the Hinsch-Couillaud (HC) scheme. The
pulsed oscillator produces Fourier-limited pulses of 20 MHz
linewidth centered at the cw seed wavelength of about
810 nm, with a typical pulse energy of 0.1 mJ. The pulses
are subsequently sent through an eight-pass amplification
stage to enhance the pulse energy to about 8 mJ. In order to
produce the fourth harmonic at 202.5 nm, three consecutive
nonlinear upconversion stages—BBO crystals cut at appro-
priate type-I phase matching angles—are used [22]. The re-
sulting radiation near 202.5 nm has a repetition rate of
10 Hz, bandwidth 40 MHz, and a typical pulse length of
about 15 ns. The pulse energy of the excitation laser beam
can be chosen by varying the pump power sent to the mul-
tipass amplifier. The laser system reaches maximum output
energies of 0.2 mJ/pulse at the fourth harmonic. However, in
order to reduce saturation effects we usually work with pulse
energies of not more than 0.1 wJ which corresponds to an
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intensity of about 1 kW/cm? at the interaction zone. Using
those settings typically observed linewidths were about
50 MHz, which corresponds to the width one expects when
convoluting the laser linewidth, the residual Doppler broad-
ening and the natural linewidth of the 352 'S — 3s4p 'P tran-
sition.

Since the absolute frequency calibration is performed on
the cw Ti:Sa seeding radiation, it is necessary to assess the
possible frequency difference between the pulsed output and
the injected seeding light. Such frequency offsets might be
caused by frequency excursions during the temporal pulse
evolution (chirp) due to the intensity-dependent refraction
index of the lasing medium [25-27] and by dynamical mode-
pulling effects in the pulsed oscillator resonator. In order to
address both effects, we followed strategies recently ex-
plored by White et al. [30,31] for determining chirp phenom-
ena in an injection-seeded and pulsed optical parametric os-
cillator. A more extensive description of the cw pulse
frequency offset characterization will be given in a forthcom-
ing presentation [32].

It is possible to adjust the cw pulse offset and set it close
to zero by changing parameters of the pulsed oscillator HC
lock. The frequency chirp is minimized by lowering the
pump power to the pulsed oscillator. Typically, the cw pulse
frequency offset is centered around zero and has a standard
deviation of less than 0.5 MHz, for the entire duration of the
measurement. During the spectroscopic scans a multitude of
data from each single pulse is registered. We use a single
oscilloscope to measure the LIF signal, the uv power, and the
net cw pulsed frequency difference from each laser pulse
acquired. This correlated acquisition technique allows for
data filtering in the analysis procedure. Thus it is possible to
use the power fluctuations of the uv-laser output, simply by
taking many data points during one scan. The acquired data
are subsequently binned with respect to the uv pulse inten-
sity. By this means possible excitation-intensity-dependent
line shifts can be assessed during the scans.

C. Absolute calibration procedures

The absolute calibration is performed on the cw seeding
light from the Ti:Sa ring laser. Part of the cw seed light is
coupled through a 100 m single-mode optical fiber toward
the laboratory where a frequency comb reference laser [24]
is located. The cw light is heterodyned with the output of this
frequency comb and the radio-frequency beat note is de-
tected in a spectrometer setup using an avalanche photodi-
ode. Typically, the beat-note detection reached a signal-to-
noise ratio of 45 db. The two main parameters of the
frequency comb are its carrier-envelope phase offset fre-
quency vcgo and its repetition rate v,. Both are locked to a
rubidium-clock standard, which is further referenced to the
synchronization signal of the global positioning system.
From the locking characteristics, and from the fact that a
scan over one isotopic line takes about two minutes we esti-
mate the precision of the calibration with the frequency
comb to be better than 25 kHz—which corresponds to an
accuracy of less than 100 kHz in the deep uv.

An absolute calibration with a frequency comb requires
the frequency to be known in advance within a fraction of
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the frequency spacing of neighboring modes in the comb,
which is equal to the repetition rate of the laser (v,
~75 MHz). Since the 35 'S — 3s4p 'P transition frequency
is only known [15] within 0.07 cm™!, a precalibration proce-
dure is required. For that purpose, part of the cw seeding
light is used to perform iodine saturation spectroscopy in a
setup developed by the Knockel et al. [33] specially suited
for the near-infrared wavelength region. It consists of an io-
dine cell which is heated to about 900 K in order to populate
high rovibrational levels in the X 12;’ ground state of I,. For
reducing the pressure in the cell, it has a cold finger exten-
sion which is temperature stabilized at room temperature.
After the precalibration the transition frequency of the
Mg3s? 'S —3s4p 'P line is known to a 10 MHz level of ac-
curacy, which is sufficient for the final calibration using the
frequency comb.

D. Measurement procedures

Since the frequency comb laser is situated in a different
laboratory, the data acquisition and scan control software is
divided onto two separate PCs which are linked via TCP/IP
on a 100 Mbit/s ethernet connection. The system will be
described in a forthcoming presentation in detail [32]. In
short, the PC in the spectroscopy laboratory runs the actual
laser scan and acquires and stores all retrieved data. On each
scan step it sends a beat-note count request to the PC that
controls the frequency comb, and receives the essential data
from the frequency comb: the repetition rate v, the carrier
envelope offset frequency vcgg, and the measured beat-note
frequency v, between the frequency comb and cw seed
light.

The experimental procedure is as follows. The seed laser
is tuned stepwise in frequency with an external control volt-
age provided by an arbitrary wave-form generator (Agilent
AWG 33250A). Each scan is about 200 MHz wide (in the
deep uv) and consists of about 300 equidistant voltage steps.
While the cw-laser frequency is scanned the beat note be-
tween frequency comb and cw light changes likewise. In
order to keep the beat-note frequency within a range of
21.7+2 MHz—which is the working range of a frequency
bandpass filter in the electronic beat-note frequency counting
circuitry—the repetition rate of the frequency comb is ad-
justed after each scan step, so that the frequency components
of the comb spectrum follow the seed light scan [32]. At
each scan step the acquisition software obtains the relative
uv power, the cw pulse frequency offset, and the LIF signal
of ten laser shots. At the same time the computer that con-
trols the frequency comb counts the beat-note frequency ten
times per scan step within time gates of 0.1 s for each indi-
vidual count. From those ten frequency counts the average
value is used for the calibration, while the standard deviation
is a measure for the short-term frequency jitter of the seed
laser, which is about 1 MHz.

III. RESULT

The Mg spectrum with the I, calibration line and the éta-
lon markers is shown in Fig. 4. The spectrum obtained from
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FIG. 4. The 3s° 1S—>3s4p 'p Mg spectrum showing the isotope
splittings. A fraction of the seeding radiation at the fundamental
wavelength is used to record the I, saturation signal and étalon
markers (150 MHz FSR) for precalibration. The Mg spectrum ob-
tained for the counterpropagating laser beam is drawn with a dashed
curve. The 7 hyperfine component of the R144 line in the B-X(0
—16) band, predicted [33] at 12 336.687 74 cm™!, is marked by an
asterisk.

the counterpropagating beam is also indicated in the same
figure. The angle between the light beam and the atomic
beam was purposely misaligned from the near-perpendicular
orientation to demonstrate the clear separation of the line
centers obtained from each light beam path. For the subse-
quent calibrations using the frequency comb, the light beams
were aligned back to the perpendicular setting. The positions
of the hyperfine components of the I, R144(0-16) rovibra-
tional line of the B-X transition used for the calibration were
taken from the prediction software developed by Knockel et
al. [33]. The cw pulse offset was set to be around zero
throughout the measurements.

First we performed calibration scans on the most abun-
dant isotope **Mg. In order to obtain a Doppler-free fre-
quency value for the 3s% 'S— 3s4p 'P transition, the Sagnac
interferometer is first aligned until dark fringe is achieved.
Then for each of the two light branches of the interferometer
two scans are performed—one by tuning the laser from
lower to higher frequencies and another scan with opposite
tuning direction. For each of the four scans, a center line
position is obtained by nonlinear least-squares fitting. Their
arithmetric average gives the final transition frequency.

In order to check the reproducibility of the calibration the
full procedure has been repeated five times. After each of the
four-scan measurements not only was the Sagnac dark fringe
realigned, but also the phase matching of the upconverting
nonlinear crystals has been checked and optimized. Hence
possible systematic frequency shifts, as a result of imper-
fectly aligned phase-matching angles or Sagnac dark fringe,
acquire a statistical characteristic. Additionally, the relative
uv excitation intensity has been changed by one order of
magnitude, without showing any significant effect on the
calibrated line position. In Table I the average value of the
five calibrations is given. The contributions to the uncer-
tainty budget are discussed below.
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TABLE 1. The line positions of the magnesium isotopes for the
352 15— 3s4p 'P transition. The isotopic shifts obtained from the
experiment are compared to ab initio calculations by Berengut et al.
[14]. The given uncertainty intervals for the experimental values
represent the final uncertainties as listed in Table II.

Shift from **Mg (MHz)

Isotope Position (cm™") expt. Calc. [14]
Mg 49346.756809(35)

BMg 49346.807724(40) 1526.4(1.2) 1530(50)
Mg 49346.854173(40) 2918.9(1.2) 2950(50)

For the Mg and **Myg isotopes we performed two com-
plete scan sets consisting of four scans each. The obtained
frequencies are also given in Table I. Additionally, since the
isotopic shifts can be obtained from relative measurements,
after performing one complete scan set on **Mg the Sagnac
interferometer was not realigned. Instead the seed laser was
directly tuned to the other isotopic lines where spectroscopic
scans were performed and frequency differences obtained by
comparing the line positions taken from a single interferom-
eter arm. The line positions for the less abundant isotopes
given in Table I result from combined averaging of the two
absolute calibrations and a number of relative measurements.
The slightly larger uncertainties are due to the lower signal-
to-noise ratio on the LIF signal of the weaker isotopes.

The scans on Mg did not give significantly different
measured linewidths compared to the even isotopes, which
points to the fact that a possible hyperfine splitting on the
odd isotope is very small. Ab initio calculations of the hy-
perfine constant A for the 3s4p 'P state yields a value of A
=-3.3 MHz,' which would lead to the hyperfine levels
AE,;=(-8.25,3.3,11.55) MHz for F=(7/2,5/2,3/2). With
an observed linewidth of 50 MHz for the main 24Mg
isotope—which is the convoluted linewidth of the instrumen-
tal width and the natural linewidth of the 3s* 'S—3s4p 'P
transition—it is impossible to resolve such a hyperfine struc-
ture, which is in agreement with the experiment.

In order to assess a possible line broadening for the ob-
served 25Mg line shape as a result of the calculated hyperfine
splitting, we simulated a superposition of the three hyperfine
lines using the observed linewidth of the 24Mg isotope (see
Fig. 5). In the upper part (a) of the figure, averaged data are
shown as dots taken on the main 24Mg and the Mg isotope.
Each dot represents an average of four pulses on the **Mg
data and of seven pulses on the Mg data. The solid curves
depict fitted Lorentzian lines. The given linewidths in Fig.
5(a) represent average values taken from a multitude of spec-
troscopic scans. There is no significant difference in the ob-
served line shapes of the **Mg and the Mg isotopes as the
small suggested difference can be explained by noise
broadening—the observed linewidth of **Mg is 60(9) MHz.
Figure 5(b) shows the three simulated hyperfine lines

I'These calculations were performed by L. Veseth (University of
Oslo) and kindly made available to us.
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FIG. 5. (Color online) Comparison of the observed line shapes
of the main 24Mg isotope and the odd 25Mg isotope (a). In the lower
part (b) the three single hyperfine contributions with a linewidth as
found on the main isotope (50 MHz) are separately depicted. The
calculated sum of the three overlapping features is also shown as a
dotted curve and a fit against the result is performed and depicted as
solid line. Even though the hyperfine splitting between F=7/2 and
F=3/2 is about 20 MHz, the linewidth of the sum is only margin-
ally larger than a single peak linewidth.

(Lorentzian shape) which are intensity weighted by their
multiplicities. The sum of the hyperfine lines is depicted as a
dotted curve, which is fitted by another Lorentzian curve
shown as solid line. Even though the hyperfine splitting be-
tween F=7/2 and 3/2 is about 20 MHz the resulting super-
position gives only a small additional line broadening by
about 5 MHz, which would not be visible in our experiment.
It should be noted that the line center of the fitted curve in
Fig. 5(b) is found exactly on the center of gravity of the
simulated hyperfine structure. We conclude that the calcu-
lated hyperfine splitting constant A=-3.3 MHz fits well
within our observed linewidth.

The contributions to the experimental error budget are
listed in Table II. The table is split into two parts. Since the
errors (i)—(iv) have statistical characteristics and are not re-
lated, a quadrature summation has been taken. It should be
noted that error (iv) is only relevant for the isotopic shifts.
The errors (v) and (vi) are of systematic character and esti-
mated as maximum possible deviations. Error (vii) (second-
order Doppler) is also systematic, but very small and can be
neglected. For the total error budget the quatrature sum over
errors (i)—(iv) has been added to the linear summation of
errors (v) and (vi). It represents a final uncertainty for the
resulting values for the absolute calibration and isotopic
shifts.

As discussed earlier for the first-order Doppler error [po-
sition (i) in Table IT] a conservative budget is given. In prac-
tice it turns out that the dark fringe alignment is quite stable
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TABLE II. Error budgets on the absolute calibration given in
kilohertz at the deep-uv energy scale. The total confidence interval
is obtained by taking the quadrature sum of the errors (i)—(vi) and
linear summation of the result with the errors (v)—(vii). Errors (iii)
and (iv) represent the 1o uncertainties of the nonlinear least squares
fit.

Error kHz
(1) First-order Doppler 350
(i) Frequency comb <100
(iii) Fit error 2*Mg 200
(iv) Fit error Mg, **Mg 450
(v) ac Stark 100
(vi) cw pulse offset 500
(vii) Second-order Doppler 8
Total 2*Mg 1050
Total »Mg,*Mg 1200

and does not drift to a bright interference maximum during
the measurements. Moreover, the persistent realignment of
the Sagnac interferometer for each measurement procedure
turns this possible systematic error into a statistical one, and
can hence be reduced when taking more spectroscopic scans.
The actual experimental spread (10) for the **Mg line-center
frequencies is 510 kHz and about 600 kHz for the isotopic
shifts, which is well below the given total error bars in Table
II. The ac-Stark effect was too weak to be measured at the
power levels used in a range 0.03-0.3 wJ/pulse. We estimate
an upper limit to the ac-Stark shift based on the obtained
statistics. For a more elaborate treatment of the cw pulse
frequency deviations as a result of chirp, we refer to Hanne-
mann et al. [32]. The frequency comb measurements result
in line positions that are about 15 times more accurate com-
pared to the I, precalibration procedure.

The final value for the transition frequency of the 3s> 'S
—3s4p ' P line entails an improvement of about three orders
of magnitude from the results of classical spectroscopy by
Risberg [15]. To our knowledge, the present experiment is
the first to resolve the isotopic shifts for this transition. The
precision of the isotopic shifts is comparable to those ob-
tained by Hallstadius [18] for the 35> — 3s3p transition. We
also tabulate the calculated isotopic shift using the param-
eters from Berengut et al. [14]. The comparison shows very
good agreement between the experimental and the theoretical
results.

It should be noted that the redshifted quasar absorption
spectra do not resolve the isotopic structure of the 3s> 'S
—3s4p 'P line. Instead the resolution is given [2] as a full
width at half maximum (FWHM) =~6.6 km/s which corre-
sponds to 33 GHz at 202 nm. Using our results and the
natural isotopic abundancies on FEarth as found by
Rosman et al. [34]—**Mg, 79.11(4)%, *Mg, 10.00(1)%,
Mg, 11.01(3)%—we simulated a merged line from the
three isotopic lines each having a FWHM of 33 GHz and
found the resulting line center at 49 346.77252(7) cm™.
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This value, folded over the isotopic components, agrees
within the 1o uncertainty limit with the value reported by
Risberg: 49 346.729(70) cm™!. Recently, we learned about
another spectroscopic study of the 352 'S—3s4p 'P transi-
tion in Mgi Aldenius er al [35] measured
49 346.771(3) cm™' based on Fourier-transform spectros-
copy in which the isotopic components are not resolved. This
value is a factor of 20 more accurate than the value of Ris-
berg, and is in perfect agreement (within 1o limits) with the
present value of the folded line.

IV. CONCLUSION

We have performed an accurate determination of the
35 'S—3s4p 'P transition frequencies of the three magne-
sium isotopes **Mg, Mg, and 26Mg. This investigation is
motivated by current studies on the absorption spectra of
extragalactic gas clouds at high redshift to probe a possible
variation of the fine-structure constant a. With the frequency
determination at the level of 7X 107! the MgSs2 s
—3s4p 'P line may represent a welcome addition to the set
of transitions used in the many-multiplet analysis in the
search for a variation of .

The isotope shift obtained at a 1 MHz accuracy should be
helpful in assessing systematic effects that imitate an «
variation due to the possible evolution of isotopic abundance
[11]. For example, when taking the possible change in « as
84— (-0.543+0.116) X 107 from Kozlov er al. [11] and ¢
=87 cm™! for the 35> 'S — 3s4p ' P transition in Mg as given
by Berengut et al. [9], the transition frequency vy, (unre-
solved for the isotopic contributions) should have been dif-
ferent by

A
Ay = 2q:a —_283(6.1) MHz 2)

10'% years ago. With the isotopic shift obtained from this
experiment a comparable change in vy, could be mimicked
by a 1% different abundance of *Mg in the isotopic compo-
sition of the magnesium used in the laboratory and existing
at the point in space-time where the quasar absorption spec-
tra were imprinted.

In addition, the values of the isotopic shifts for this tran-
sition are found to be in good agreement with the ab initio
calculations of Berengut ef al. [14]. It is reassuring that the
theoretical predictions are in such good agreement, since the
sensitivity coefficients ¢ for possible variations of « [7,8] are
calculated within the same framework.
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