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The concepts of Shannon information and entropy have been applied to a number of information retrieval tasks such as to formalize the probabilistic model, to design practical retrieval systems, to cluster documents, and to model texture in image retrieval. In this report, the concept of entropy is used for a different purpose. It is shown that any positive Retrieval Status Value (RSV)-based retrieval system may be conceived as a special probability space in which the amount of the associated Shannon information is being reduced; in this view, the retrieval system is referred to as Uncertainty Decreasing Operation (UDO). The concept of UDO is then proposed as a theoretical background for term and query discrimination power, and it is applied to the computation of term and query discrimination values in the vector space retrieval model. Experimental evidence is given as regards such computation; the results obtained compare well to those obtained using vector-based calculation of term discrimination values. The UDO-based computation, however, presents advantages over the vector-based calculation: It is faster, easier to assess and handle in practice, and its application is not restricted to the vector space model. Based on the ADI test collection, it is shown that the UDO-based Term Discrimination Value (TDV) weighting scheme yields better retrieval effectiveness than using the vector-based TDV weighting scheme. Also, experimental evidence is given to the intuition that the choice of an appropriate weighting scheme and similarity measure depends on collection properties, and thus the UDO approach may be used as a theoretical basis for this intuition.

Introduction

Shannon (1948) defined the concept of information as one’s freedom of choice (to select from alternatives). He also introduced a measure for information, which has maximum value when one has total freedom of choice (i.e., all the alternatives can be selected with equal probability), and has minimal value when one is constrained in selection (i.e., one is “forced” to select exactly one alternative). The formula proposed as a measure for information is an expression of the quantity of Shannon information, and is that of an entropy. While entropy is interpreted as a measure of uncertainty, information is viewed as a reduction in the level of uncertainty. Thus, the amount of Shannon information may also be viewed as a certain expression of uncertainty level; they can, in principle, be used as equivalent concepts. When it is known exactly what to select, then uncertainty is decreased, but when we are free to choose any alternative we want, then uncertainty is highest.

The concept of entropy has been applied in Information Retrieval (IR) in a number of ways. As early as 1969 (Meetham, 1969), and somewhat later in 1977 (Guazzo, 1977), the concepts of entropy and Shannon information have been applied to IR evaluation as better alternatives to precision and recall. In the 1980s, the maximum entropy principle (MEP) was applied to IR (Cooper & Huizinga, 1982; Kantor, 1984). Formally, MEP can be expressed as a constrained optimization problem, in which one wishes to determine the probability distribution associated to a random variable over a discrete space that has the greatest entropy subject to constraints (these express the knowledge that we impose upon this distribution). In IR, MEP can be formulated as follows. Let the observation of a document with respect to a given query be an elementary event \( \omega \). The probability \( p(\omega) \) of an event depends on whether the document is relevant or not, and whether it contains query terms or not. The retrieval system aims at maximizing the associated entropy \( \sum \omega p(\omega) \log(\omega) \) subject to constraints (such as, e.g., the probabilities of relevant/nonrelevant documents to contain query terms). MEP proves useful as a formal research tool; Greiff and Ponte (2000) show that MEP can be applied as a formal framework in which the probabilistic IR model (Robertson &
Sparck Jones (1977) can be obtained. At the same time, it seems to be less effective when applied to retrieval in practice: extensive experiments show that MEP works well for small document collections but seems to be progressively worse for larger ones (Kantor & Lee, 1998). However, MEP proved useful in text classification tasks as shown by experiments carried out in Nigam, Lafferty, and McCallum (1999). Entropy has been applied to other IR tasks as well. Let \( C \) denote a cluster of documents, and \( p(C) \) the probability that a relevant document belongs to cluster \( C \) (i.e., the ratio between the number of relevant documents in cluster \( C \) and the total number of documents in that cluster). Then, the associated entropy can be used as a measure of the clustering process (Fujii & Ishikawa, 2001). Let \( p(y) \) denote the probability of a word \( y \) as its frequency (i.e., its count over total number of words). Then, a measure of the reduction in uncertainty about whether the word \( y \) will be the next word in a sequence of text (given that \( x \) was the previous word) can be expressed by entropy (Berger & Lafferty, 1999). Entropy is used for texture modeling in image indexing and retrieval (Yoo, Jang, Jung, Park, & Song, 2002).

The information content of a collection of documents consisting of, not necessarily disjoint, classes is the entropy associated to class cardinalities, which is being reduced, in the retrieval process, from its maximum (Baclawski & Simovici, 1996). McClean and Ding (2000) have examined the performance, in terms of precision, of the vector space model of IR when different weighting schemes are being used, and concluded that the entropy weighting scheme is the best global one. Tan, Wang, and Lee (2002) have used MEP for text categorization, and showed that the use of bigrams in addition to single words can increase performance.

Hence, it can be seen that entropy (Shannon information) has been used to formalize the probabilistic IR model, construct practical retrieval systems, cluster documents, and model texture in image retrieval. The present report aims at applying it for a different purpose, namely: it will be shown that a retrieval system using positive Retrieval Status Value (RSV) for retrieval may be conceived as a probability space in which the quantity of the associated amount of Shannon information is being reduced. This result will be applied to the calculation of term and query discrimination values in the vector space model.

**Probability Space and Amount of Shannon Information**

In order to fix the ideas, the concept of a probability space is briefly recalled (Kolmogoroff, 1933). This will be followed by a short review of the concept of Shannon (1948) information and its measure.

**Probability Space**

Given a set \( \Omega \) called universe, let its elements be called elementary events. A set \( \mathcal{T} \subseteq \mathcal{P}(\Omega) \) is called a \( \sigma \)-algebra if \( \Omega \in \mathcal{T} \), and

\[
A \cap B \in \mathcal{T}, A \cup B \in \mathcal{T}, \nothing \in \mathcal{T}, \forall A, B \in \mathcal{T}
\]  

A probability measure is a function \( P: \mathcal{T} \rightarrow [0; 1] \) satisfying the following properties:

\[
P(\Omega) = 1; A \cap B = \emptyset \Rightarrow P(A \cup B) = P(A) + P(B); \forall A, B \in \mathcal{T}
\]

The triple \( (\Omega, \mathcal{T}, P) = \Psi \) is called a probability space.

**Amount of Shannon Information**

Given events (alternatives) \( E_j, j = 1, \ldots, m \in \mathbb{IN} \) (\( \mathbb{IN} \) denotes the set of natural numbers); let \( p_j \) denote the probability to select alternative (probability of occurrence of event) \( E_j \). Information is conceived as being different from meaning, and defined as one’s freedom of choice. A measure \( H \) for information is defined as follows:

\[
H = -k \sum_{j=1}^{m} p_j \log_2 p_j
\]

where \( k \) is a positive constant, which amounts to a choice of a unit of measure; in what follows, \( k \) will taken as being equal to 1. The quantity \( H \) satisfies the following properties:

1. The amount of information is zero if and only if exactly one alternative is selected:

\[
\lim_{p_j \rightarrow 0, \forall j \neq k} H = 0 \Leftrightarrow (p_k = 1; p_j = 0, \forall j \neq k)
\]

2. The amount of information is maximal and equal to \( \log_2 m \) if all \( p_j \) are equal to \( 1/m \):

\[
\left(p_j = \frac{1}{m}, j = 1, \ldots, m\right) \Rightarrow H = \max H = \log_2 m
\]

3. The farther apart \( p_j \) from each other the smaller the amount of information:

\[
P < P' \Rightarrow H > H' \text{ where } P = \sum_{j=1}^{m} \left(1 - p_j\right)^2
\]

Thus, for example, if one has total freedom to choose from two alternatives, then the amount of information associated to this situation is considered to be unity (i.e., 1 bit). Although it is not stated explicitly, from properties (4)–(6), it follows that \( \sum_{j=1}^{m} p_j = 1 \); otherwise \( H \) could, for example, be null for \( p_j = 1, j = 1, \ldots, m \), too (which is mathematically true), and the, mathematically correct, maximum of \( H \) would be reached for \( p_j = 2^{-\left(1/\log_2\right)} = 0.368, j = 1, \ldots, m \) (all partial derivates are zero).
The property (6) will play an important role in the present report; thus, without restricting its general validity, let us have a closer look at the case \( m = 2 \).

**Theorem 1. \( P < P' \Rightarrow H > H' \).**

*Proof.* Let \( p_1 = p, p_2 = q \). The condition \( P < P' \) means that \((0.5 - \rho)^2 + (0.5 - q)^2 < (0.5 - p')^2 + (0.5 - q')^2\). We can assume that \( p' = p + a, q' = q - a \). From this, we obtain \( p - q + a > 0 \). From \( q - a < p \) and \( \log(1/(q - a)) > \log(1/p) \) it follows that \( p \cdot \log(1/p) > (q - a)\log(1/(q - a)) \); whereas from \( q < p + a \) and \( \log(1/q) > \log(1/(p + a)) \) it follows that \( q \cdot \log(1/q) > (p + a) \cdot \log(1/(p + a)) \). Hence, \( p \cdot \log(1/p) + q \cdot \log(1/q) > p' \cdot \log(1/p') + q' \cdot \log(1/q') \), i.e., \( H > H' \).

In other words, if the probabilities \( p_j \) change such that they deviate more from \( 1/m \) (some are closer to 1 while the others closer to zero) the amount of information (or uncertainty) becomes smaller, i.e., the freedom to select becomes more restricted. This entitles us to introduce the following.

**Definition 1.** An operation (procedure, process, mechanism) that spreads the probabilities \( p_j \) from \( 1/m \) is called an uncertainty decreasing operation (UDO).

Thus, any operation that constrains the freedom (and thus reduces the uncertainty) to select is a UDO.

**Example 1.** Numerical minimization of a function based on the gradient method: the freedom to move to a next vertex is constrained because a downward walk is not allowed as long as there are unexplored breadth vertices. A person on diet does not (or should not) have total liberty to choose the bread or meat he/she would like.

In cases like these, the freedom of choice to select from alternatives is constrained, some of the alternatives are/should be selected with higher probabilities in the detriment of the others, and thus the total amount of information (and uncertainty) associated to the selection situation as a whole is decreased.

**Retrieval Status Value-Based Retrieval as Uncertainty Decreasing Operation**

Based on the concepts of a probability space and UDO, it will be shown that any retrieval model or system based on positive RSV, e.g., vector space, probabilistic, Boolean, coordination level matching, fuzzy, connectionist interaction, link analysis retrieval models (Dominich, 2001), may be conceived as a probability space that decreases the amount of the associated Shannon information, i.e., it is a UDO probability space.

We first prove that a probability space having its probability measure defined in a certain way (normalized so that its values sum up to unity) is a UDO.

**Lemma.** Let \( \Psi = (\Omega, \mathcal{F}, P), |\Omega| = m \), denote a probability space with the probability measure \( P \) defined as follows:

\[
P(X) = \begin{cases} 
\frac{\rho_j}{\sum_{k=1}^{m} \rho_k}, & X = X_j \in \Omega \\
P'(X), & \text{otherwise}
\end{cases}
\]

where not all \( p_i \) are equal to each other, i.e., \( \exists k \neq s \) such that \( p_k \neq p_s \). (An explicit formula for \( P' \) does not play any role in this context.) Then the probability space \( \Psi \) is a UDO.

*Proof.* The space \( \Psi \) is a UDO if it spreads the probabilities from \( 1/m \) (Def. 1), i.e., we have to show that

\[
P = \sum_{j=1}^{m} \left( 1 - \frac{p_j}{m} \right)^2 > 0, \quad \text{where } p_j = \frac{\rho_j}{\sum_{k=1}^{m} \rho_k}.
\]

We can write

\[
P = \sum_{j=1}^{m} \left( 1 - \frac{\rho_j}{\sum_{k=1}^{m} \rho_k} \right)^2 = \frac{\sum_{j=1}^{m} \rho_j^2}{(\sum_{k=1}^{m} \rho_k)^2} - \frac{1}{m} > 0,
\]

which is equivalent to the following inequality:

\[
m \sum_{j=1}^{m} \rho_j^2 > \left( \sum_{k=1}^{m} \rho_k \right)^2.
\]

Because, by assumption, \( \exists k \neq s \) such that \( \rho_k \neq \rho_s \), we have

\[
m \sum_{j=1}^{m} \rho_j^2 - \left( \sum_{k=1}^{m} \rho_k \right)^2 = \sum_{j=1}^{m} (\rho_j - \rho_k)^2 > 0.
\]

It can now be shown that any RSV-based retrieval system can be conceived as a probability space that decreases the amount of information.

**Theorem 2.** Any positive RSV-based retrieval system is a UDO probability space \( \Psi \).

*Proof.* Given an RSV-based retrieval system. Let \( \rho_i \) denote the RSV of document \( D_i \) relative to query \( Q \). In other words, \( \rho_i \) may be viewed as representing a degree of the choice of document \( D_i \) as a response to query \( Q \). The higher the value of \( \rho_i \), the higher the chance of document \( D_i \) to be selected as an answer. A sequence \( \langle \rho \rangle = \rho_1, \ldots, \rho_m \) can be defined, which represents the choices of all documents relative to query \( Q \). (The no-hit case, i.e., when all the \( \rho_i \) are null, can be excluded as trivial.) Using the sequence \( \langle \rho \rangle \), a sequence \( \langle P \rangle = \rho_1, \ldots, \rho_m \), where

\[
p_j = \rho_j / \sum_{k=1}^{m} \rho_k, \quad j = 1, \ldots, m
\]

is defined, which can be viewed as the probabilities to select the documents as answers in the following probability space.
\[ \Psi = (\Omega, \mathcal{T}, P), \quad \Omega = \{ D_1, \ldots, D_m \} \]

\[ P(D) = p_j, \quad P(X) = P'(X) \text{ if } X \neq D_j. \]

Hence (Lemma), the amount

\[ H = -\sum_{j=1}^{m} p_j \log_2 p_j \quad (8) \]

of the Shannon information corresponding to the retrieval situation as a whole is decreased, and thus the RSV-based retrieval system is a UDO.\◆

**Example 2.** Let us consider three documents: \( D_1, D_2 \) and \( D_3 \), \( m = 3 \), and two terms: \( t_1 \) and \( t_2 \), \( n = 2 \). Let the frequencies of terms in documents be as follows \((i = 1, 2; j = 1, 2, 3)\):

\[
W = \begin{bmatrix} 2 & 1 & 1 \\ 0 & 3 & 2 \end{bmatrix}
\]

Let \( Q \) denote a query, and the corresponding term frequencies be \((0, 1)\). For computational convenience, we will use matrix notation. If the retrieval function \( \rho \) is the dot product, then the chances \( \rho_1, \rho_2 \), and \( \rho_3 \) are

\[
W^T q = \begin{bmatrix} 2 & 0 \\ 1 & 3 \\ 1 & 2 \end{bmatrix} \times \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ 3 \\ 2 \end{bmatrix}
\]

while the corresponding probabilities are

\[
\begin{bmatrix} 0 \\ 0.6 \\ 0.4 \end{bmatrix}
\]

The associated amount of information is decreased to 0.971 from the maximum \( \log_2 3 = 1.585 \). If the retrieval function is the Cosine measure and the weights are max normalized, then the chances \( \rho_1, \rho_2 \), and \( \rho_3 \) are

\[
\begin{bmatrix} 0 \\ 0.923 \\ 0.847 \end{bmatrix}
\]

whilst the corresponding probabilities are

\[
\begin{bmatrix} 0 \\ 0.521 \\ 0.479 \end{bmatrix}
\]

The associated amount of information is decreased to 0.999 from the maximum \( \log_2 3 = 1.585 \).

**UDO-Based Study of the Vector Space Model**

In this section, the concept of UDO will be applied to the study of term and query discrimination power in the vector space model of IR.

**Vector Space Model**

In order to fix the ideas, the vector space model is recalled briefly. Given a set \( T = \{ t_i | i = 1, \ldots, n \in \mathbb{N} \} \) of elements called *terms* (all terms are different, so they may form a set), and entities \( D_j, j = 1, \ldots, m \in \mathbb{N} \) called *documents* (there may be identical documents, so they may not always form a set). Every document is associated, conceived as or characterized by, a finite sequence of terms, i.e., \( D_j \sim \{t_{1j}, \ldots, t_{nj}\} \). Let \( f_{kj} \) denote the multiplicity of occurrence of term \( t_k \) in document \( D_j \). Then, the following set notation can be used too \( D_j \sim \{(t_k, f_{kj})|t_k \in D_j\} \). Let \( w_{kj} \in \mathbb{R}^+ \) \((\mathbb{R}^+ \) denotes the set of positive real numbers) denote the *weight* of term \( t_k \) for document \( D_j \), i.e., a numerical measure of the degree to which a term pertains to or characterizes a document. Thus, a matrix \( W = (w_{kj})_{m \times n} \) called the term-by-document matrix, is obtained. A number of manual as well as automatic methods have been proposed to compute the weights. The following weighting schemes are generally accepted and widely used in practice (Belew, 2000; Berry and Browne, 1999):

**Term occurrence:** \( w_{kj} = f_{kj} \quad (9) \)

**Normalised term frequency:** \( w_{kj} = \frac{f_{kj}}{\sqrt{\sum_{k=1}^{n} (f_{kj})^2}} \quad (10) \)

**Normalised inverse document frequency:**

\[
w_{kj} = \frac{f_{kj} \cdot \log \frac{m}{F_k}}{\sqrt{\sum_{k=1}^{n} \left(f_{kj} \cdot \log \frac{m}{F_k}\right)^2}} \quad (11)
\]

where \( F_k \) denotes the number of documents in which the term \( t_k \) occurs. Thus, every document \( D_j \) is represented by a vector \( w_j = (w_{j1}, \ldots, w_{jn}) \in \mathbb{R}^n \) of weights. Let \( Q \) denote a query, and \( q = (q_1, \ldots, q_n) \) the corresponding query vector of weights. The *relevance* of a document \( D_j \) relative to \( Q \) is given by a real valued *retrieval function* \( \rho(w_j, q) \) based on similarity measures. Several such functions have been developed, and the following are generally accepted and widely used in practice (Meadow, Boyce, & Kraft, 1999):

**Dot product:** \( \rho(w_j, q) = \sum_{k=1}^{n} w_{kj} q_k \quad (12) \)
Cosine measure: 
\[ \rho(w_j, q) = \frac{\sum_{k=1}^{n} w_{jk} q_k}{\sqrt{\sum_{k=1}^{n} w_{jk}^2 \cdot \sum_{k=1}^{n} q_k^2}} \]  
(13)

Dice’s coefficient: 
\[ \rho(w_j, q) = \frac{\sum_{k=1}^{n} w_{jk} q_k}{\sum_{k=1}^{n} (w_{jk} + q_k)} \]  
(14)

UDO as an Entropy-Based Theory for Term Discrimination and Its Computation

The Term Discrimination Model (TDM) was introduced in Salton, Yang, and Yu (1974, 1975) as a contribution to the automatic indexing theory in the vector space model of information retrieval. The TDM is based on the underlying assumption that a “good” term causes the greatest possible separation of documents in the vector space, whereas a “poor” term makes it difficult to distinguish one document from another. Each term under focus is assigned a Term Discrimination Value (TDV) defined as the difference between space “densities” before and after removing that term. The space “density” $\Delta$ is defined as the average pairwise similarity $\rho$ between documents:

\[ \Delta = \frac{1}{m(m-1)} \sum_{i,j=1 \atop i \neq j}^{m} \rho(D_i, D_j) \]  
(15)

Alternatively, space density $\Delta$ can be computed, faster, as the average similarity between documents and a centroid document (defined as one in which the terms have frequencies equal to their average frequencies across the collection of documents). Let $\Delta_{bk}$ and $\Delta_{ak}$ denote the space “densities” before and after removing term $t_k$, respectively; then the TDV of term $t_k$ is defined as follows:

\[ \text{TDV}_k = \Delta_{bk} - \Delta_{ak} \]  
(16)

The best discriminators generally have positive TDVs, whereas the worst discriminators usually have negative TDVs. Terms having TDVs around zero do not modify the space density considerably when used as index terms. The TDV can be used for the following purposes:

1. To decide which terms should be used as index terms (Yu & Salton, 1977): terms with average document frequencies (between approximately $m/100$ and $m/10$) usually have positive TDVs, and can be used directly for indexing purposes; terms whose document frequency is too high generally have negative TDVs, and are the worst discriminators; too rare or specific terms have TDVs near zero, and should not be used directly as index terms.
2. Weights computation for terms (Salton, 1986): while the

Inverse Document Frequency (IDF) method prefers low-frequency terms, they are not preferred in the TDM; thus, in the TDM, the weight $w_{jk}$ of term $t_k$ in document $D_j$ should be computed as $w_{jk} = f_{jk} \cdot \text{TDV}_j$ (instead of $w_{jk} = f_{jk} \cdot \text{IDF}_j$).

3. Thesaurus construction (Crouch & Yang, 1992): TDVs of terms are used to construct thesaurus classes.

Practical research carried out in TDM has since highlighted several insights as follows. Crouch and Yang (1992) and Dubin (1995) have found that there is not a direct and exact correlation between discrimination value on the one hand, and documents and term frequency on the other hand. The computation of the TDV (formula 16) is expensive, which hinders its practical application. Willett (1985) developed a faster method, and also showed that whether a term is a poor or good discriminator depends on the similarity measure used: the dot product yields a monotonically decreasing relationship between TDV and document frequency, the Euclidean distance leads to an increasing relationship. As shown also in Dubin (1995), the TDV depends not only on the similarity measure used but also on the weighting method used, and stop list. In light of these results, it turns out that there are different correlations between TDV, weighting schemes, and similarity measures.

The underlying assumption of TDM is based on a topological view: separation, distinguishable, density, sparsity. This view is being applied to the vector space model whose typical space is the $n$-dimensional orthonormal linear space, i.e., each dimension corresponds to a term, the documents are represented as vectors of weights, the fact that the terms are considered to be independent of one another is modeled by the pairwise perpendicular coordinate axes, the usual similarity measures (Dot product, Cosine measure, Dice’s coefficient, Euclidean distance) make sense because the space is Euclidean. Thus, the TDM as a theory and the TDV as a computation method cannot be applied to other, aside from the vector space model, RSV-based information retrieval models that do not use linear or Euclidean space, and hence whose similarity is not based on inner, or dot, product. However, both from a practical and theoretical point of view, it would be useful to have a means to compute terms TDV in any RSV-based retrieval model.

The concept of UDO introduced in the present report is valid for any RSV-based retrieval model; it does not necessarily assume the existence of a linear space. In what follows, it will be proposed that the UDO view of RSV-based retrieval models be applied to the study and computation of “discriminatory” or “separation” power of individ-
ual terms. Let $Q_k$ denote a single term query containing exactly one term, $t_k$, where the term $t_k$ is selected from a list of index terms. Then the corresponding entropy $H_k$ (computed using formula 8) will be a measure of the extent to which the term $t_k$ is able to reduce the retrieval system’s uncertainty in selecting documents (for returning answers). Thus, in the UDO view, the TDV of a term is based on how much it reduces this entropy, associated to a probability space, rather than how much it reduces space density in Euclidean and hence topological space.

In what follows, experimental evidence will be shown, using the ADI test collection, for the computation of UDO-based TDV, and how it compares to vector-based TDV. Table 1 shows the ADI statistics for the experiments. The terms were selected from the ADI documents; they were TIME stop listed and Porter stemmed.
Figure 1 shows the UDO-based TDVs of terms computed as entropy reductions (i.e., $H_{\text{max}} - H$ in %). Figure 2 shows the vector-based TDVs calculated as space density variations (formula 16) using centroid document. In both cases, the similarity measure used was the Cosine measure (formula 13), and the weights were computed using the normalized inverse document frequency scheme (formula 11). Comparing the UDO-based TDVs and the vector-based TDVs, and taking into account term frequencies as well (Fig. 3), one can state the following.

About half the terms have their UDO-based TDV equal to 100%, i.e., they practically totally reduce entropy. The frequency of each such term is equal to 1, i.e., each such term occurs in exactly one document. The vector-based TDV (Fig. 4) of every such term is positive, with a mean value of $6.4 \times 10^{-6}$ and standard deviation of 0. These terms are good discriminators.

Figure 5 shows the vector-based TDVs of terms whose UDO-based TDV is $<100\%$ and $>80\%$. The mean of vector-based TDV is $6.056 \times 10^{-6}$ having zero standard deviation. The document frequency of every such term is 2. Most of these terms have positive vector-based TDV.

Figure 6 shows the vector-based TDV of those term whose UDO-based TDV belongs to the interval (40, 80%). The vector-based TDV is practically zero for every such term. Document frequency has a mean equal to 5.066 with standard deviation equal to 2.406.

A few terms reduce entropy with $<40\%$. They are poor discriminators. Their document frequency is high, with a mean value of 25 and standard deviation of 8.93. Their vector-based TDV are negative and low values.

The results can be summarized as follows:

- the terms that reduce entropy almost entirely, i.e., in the interval (80, 100%), are very good discriminators, and have very low document frequency;
- the terms that hardly reduce entropy, i.e., in the interval (0, 40%), are poor discriminators, and have very high document frequency;
- the terms that reduce entropy in the middle range, in the interval (40, 80%), are indifferent discriminators, and have relatively medium document frequency.

Similar results can be obtained using the vector-based TDV computation; however, the entropy-based TDV calculation method presents the following advantages:

- it is faster than the computation of vector-based TDV with formula 16; the numeric results (i.e., the entropy reduction values given as %) are easier to assess and handle than the vector-based TDV expressed as fractional real numbers with exponent;
- the UDO-based view does not assume the existence of any linear space like the traditional TDM does;
- the UDO-based view can be applied to compute term TDVs in any RSV-based retrieval model (not just the vector space model).

**UDO-Based Query Discrimination Power**

The concept of UDO introduced in the present report can be used to define and compute a discrimination power for queries, similar to that for terms.
Let $Q$ denote a query. Then a discrimination power of query $Q$ can be defined as its ability to reduce the uncertainty to select documents to be retrieved, and a measure of this ability will be the quantity $H_Q$ calculated with formula 8; this quantity will be referred to as Query Discrimination Value (QDV).

In what follows, this will be applied to the queries of the ADI test collection. Figure 8 shows the corresponding UDO-based QDVs (solid bars) for all the 35 test queries; the stems represent the number of relevant documents for each query as given in the test collection itself. It can seen that, in general, the fewer relevant answers (shown by stems) a query has the higher its QDV, and vice versa. There is one striking exception: query no. 27; this reads as follows: “Computerized information retrieval systems. Computerized indexing systems.” The explanation can be found by examining (Fig. 3) the document frequencies of its terms: “computer” is term number 149, “information” is term number 404, “retrieval” is term number 706, “system” is term number 830, and “indexing” is term number 398. All
these terms have very high document frequencies, which accounts for this low QDV. In other words, query number 27 is perhaps too general, and maybe should not have been included in the test collection; although it can be used to test recall.

**Retrieval Effectiveness Using TDV Weighting Scheme**

In order to estimate and test the retrieval effectiveness of a vector space retrieval using a weighting scheme based on UDO-TDV, i.e., as given in UDO in point 2 in Entropy-Based Theory for Term Discrimination and Its Computation:

\[
\frac{w_{kj}}{H} \cdot \text{T DV}_k,
\]

the standard precision-recall measurement was carried out over the ADI test collection using both the UDO-based and vector-based TDVs; thus, the performances can be compared. Figure 9 shows the precision-recall curves obtained. The similarity measure used was the dot product measure in both cases. Precision and recall were computed at the first twenty seen documents. It can be seen that using UDO-based TDVs to enhance the term weights yields increased precision at higher recall levels (above 50%); while both methods perform equally well at lower recall levels. The average precision is equal to 0.450 when using UDO-based TDVs, and to 0.365 when using vector-based TDVs; thus, it can be said that the UDO-based TDV weighting scheme yields higher performance.

Analyzing the details of the usual calculations of precision and recall (not shown here as the process of such computation is well known), we can note the following. The question 27, which was the striking exception in Figure 9, contributed to a fairly great extent to increasing precision at higher recall levels: using UDO-based TDVs, the number of relevant documents retrieved was twice as much as in the case of vector-based TDVs. Neither weighting schemes found any relevant documents to questions 14; from Figure 9, we can see that this question has very few relevant documents (namely: two) but it is a quite discriminatory question (UDO = 43%). Apart from that, in the case of the vector-based TDV weighting scheme, no relevant documents were found for further questions: 17, 20, 23, 28, and 32 (the UDO-based weighting scheme did find relevant documents for these questions). Also, we can note that, in general, the number of found relevant documents to every query was higher in the case of the UDO-based TDV weighting scheme than in the case of the vector-based TDV scheme.

**Method for the Study of the Relationship Between Entropy Reduction, Weighting Scheme, and Similarity Measure**

Based on Theorem 2, the following method can be proposed for the practical study of the relationship between entropy reduction, weighting scheme, and similarity measure in RSV-based retrieval systems.

1. Computation of entropy reduction (fixed query; fixed weight and RSV computation method):
   a. Implement the IR model under focus (using some data set).
   b. Formulate a query \( Q \).
   c. Compute entropy \( H \) (formula 8).
   d. Compute the maximum value of entropy as \( H_{max} = \log m \) (formula 5).
   e. Calculate entropy reduction as \( H_{max} - H \) (alternatively as %).
2. Estimation of entropy reduction (over several queries):
   a. Formulate (generate) several queries.
   b. Perform steps 1a–e for each query.
   c. Compute the average of the entropy reductions obtained at step 2b.

3. Study of RSV-based IR model:
   a. Implement the IR model under focus (over some data set) using different weighting schemes and RSV computation methods.
   b. Perform steps 2a–c for each weighting and RSV computation method.
   c. Create a table with the results obtained.
   d. Draw conclusions.

Experiments were carried out with three text collections. Two of these text collections were the standard test collections MEDLINE and TIME, where index terms were obtained automatically using standard techniques (stop list, Porter-stemming). Because these test collections are widely known, they are not described and details are not presented (their statistics are as usual).

The third collection of texts, referred to as BELIEFS, contained 2,704 Hungarian belief texts. The choice of this collection was motivated by two reasons: it was not a standard one, and it was special in that different spellings were used: contemporary Hungarian; for instance, Ha kis gyermeknek komoly baja van, akkor szenes vízzel mossák meg. A meleg vízbe 9 drb. szenet tesznek, megkenik a vízzel a gyerme homlokát és ezt mondják: Ha férfi, kalap alá; ha leány párta alá; ha asszony fejkőtő alá, az atya, fiú,
szentlélek nevében. Amen.; and a mixture of older Hungarian spelling and dialect; for example, Ha a tehén mer- rontya a boszorkány, vészek egy új félíteres cserebégéret; abba belétésznek ecs csonmaöcskát a tehén gannajjábó. Azu- tán szóget vernek a kény belsejébe s erre felakasztyák a bégrét. Eteő aszt meggyön a tehén haszna. Also, many different word forms were used. Due to these characteris- tics, the text pre-processing operations were carried out manually. A number of 1,551 stop words (e.g., pronouns, adverbs, articles, attributes, verbs, present participles, rarely used chemical words, as well as conjugated/declined forms) were identified manually as baring no or very little signif- icance for beliefs, and gathered in a list. For example, the personal pronoun aki, meaning “who,” has many different declined forms such as: aki, akié, akiébe, akiért, akihez, akijé, aki, akiñken, akiñ, akiñek, akiñél, akiñre, akitól, akit, akitől, akivel, akit, akitörökl, akit. After the automatic removal of the stop words, there remained 14,286 word forms. The word forms were then stemmed manually. For example, the following declined word forms: csont, csont-
jával, csontja, csontig, csontjait, csontnak, csontok, csontokat, csontra, csontjai, csontom, csont, csonton, csontját, csontokbül, csontot, csonttal were all stemmed to csont meaning “bone.” A further difficulty stemmed from the very many composed words, which are typical for the Hungarian language (just like in German or Finnish, for instance). A further and very special difficulty was posed by old homonym words that are not being used anymore in contempo-

FIG. 5. The vector-based TDV of terms whose UDO-based TDV is <100% and >80%. The mean of vector-based TDV is equal to 6.056 \(10^{-6}\) having 0 standard deviation. The document frequency of every such term is 2.

FIG. 6. The vector-based TDV of those term whose UDO-based TDV belongs to the interval (40, 80%). The vector-based TDV (shown as solid line segments along the horizontal axis) is practically zero for every such term. Document frequency (shown as dots) has a mean equal to 5.066 with a standard deviation equal to 2.406.
rary Hungarian; for example, the words betyöleges, bisz-bányosok were replaced by the word varázs meaning “magic.” The result was a number of 2,607 terms in a correct contemporary Hungarian spelling, which were used as index terms for the belief texts. The average number of terms per text was 15.

Ten—single-term and multiple-term—queries were generated randomly (from the set of index terms to avoid no-hit cases) for each text collection, weighting scheme, and similarity measure separately. The computations were performed following the steps 1–3 above. Two weighting schemes were used for each text collection: term frequency

FIG. 7. Vector-based TDV of those terms whose entropy reduction is below 40% (ADI test collection). TDV is shown as a solid line, and the corresponding document frequency as a dotted line.

FIG. 8. UDO-based query discrimination values (solid bar) for the ADI test collection. The Dot product similarity measure and the frequency weighting schemes were used. The stems represent the corresponding number of relevant documents for query k (horizontal axis) as given in the test collection itself.
(formula 9) and normalized frequency (formula 10), and the three similarity measures given by formulas 12–14. Table 2 shows the results.

The experiments show the following results:

1. The usage of the dot product similarity measure reduces entropy to the greatest extent for every weighting scheme and collection of text.
2. The usage of the normalized frequency weighting scheme reduces entropy to the greatest extent for every similarity measure and collection of text.
3. The usage of the Cosine similarity measure resulted in the least entropy reduction for every weighting scheme and collection of text.
4. The usage of the frequency weighting scheme yielded the least entropy reduction for every similarity measure and collection of text.

These results seem to confirm the intuition that an appropriate weighting scheme should depend on certain properties of the document collection on which the model is to be applied (Berry & Browne, 1999). Thus, for technical or scientific documents, normalized term frequencies are generally recommended, while in the case of more general

<table>
<thead>
<tr>
<th>Collection</th>
<th>Cosine</th>
<th>Dice coeff.</th>
<th>Dot prod.</th>
<th>Average entropy</th>
<th>Maximum entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>9.943</td>
<td>8.644</td>
<td>7.520</td>
<td>8.702</td>
<td></td>
</tr>
<tr>
<td>Norm. freq.</td>
<td>9.943</td>
<td>9.122</td>
<td>8.425</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>9.943</td>
<td>8.632</td>
<td>7.809</td>
<td>8.224</td>
<td>8.725</td>
</tr>
<tr>
<td>entropy</td>
<td>9.943</td>
<td>8.632</td>
<td>7.167</td>
<td>6.268</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>8.632</td>
<td>8.151</td>
<td>7.809</td>
<td>8.224</td>
<td>8.725</td>
</tr>
<tr>
<td>Frequency</td>
<td>8.632</td>
<td>6.184</td>
<td>4.727</td>
<td>6.514</td>
<td></td>
</tr>
<tr>
<td>Norm. freq.</td>
<td>8.632</td>
<td>7.167</td>
<td>6.268</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>8.632</td>
<td>7.167</td>
<td>6.268</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beliefs</td>
<td>11.321</td>
<td>10.959</td>
<td>10.813</td>
<td>10.971</td>
<td>11.401</td>
</tr>
<tr>
<td>Frequency</td>
<td>11.321</td>
<td>10.790</td>
<td>10.275</td>
<td>10.665</td>
<td>11.401</td>
</tr>
<tr>
<td>Norm. freq.</td>
<td>11.321</td>
<td>10.874</td>
<td>10.544</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>11.321</td>
<td>10.874</td>
<td>10.544</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
documents (e.g., magazines, encyclopedia), term frequencies may be sufficient. Hence, we may say that the UDO-based approach provides a theoretical basis for the above intuition.

Conclusions

In this report, it was shown that any RSV-based retrieval system may be conceived as a special probability space in which the amount of the associated Shannon information is being reduced; in this view, the retrieval system was referred to as Uncertainty Decreasing Operation (UDO). The concept of UDO was then proposed as a theoretical background for term and query discrimination power, and it was applied to the computation of term and query discrimination values in the vector space retrieval model. Experimental evidence was given as regards such computation. The results obtained compare well to those obtained using vector-based calculation of term discrimination values. The UDO-based computation, however, presents advantages over the vector-based calculation: it is faster, easier to assess and handle in practice, and its application is not restricted to the vector space model. Also, experimental evidence was given to the intuition that the choice of an appropriate weighting scheme and similarity measure depends on collection properties, and thus the UDO approach may be used as a theoretical basis for this intuition. Based on the ADI test collection, it was shown that the UDO-based TDV weighting scheme yields better retrieval effectiveness than using the vector-based TDV weighting scheme.
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