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Recently a novel method was developed to determine Dynamical Domains in proteins
from molecular dynamics simulations ! and from X-ray conformers 2. This method
is primarily intended to be used in the analysis of motions in multi-domain proteins.
We will show that, using this method, also in a typical single-domain protein of 85
residues characteristic motions can be filtered out, which can be translated into regions

of increased and decreased rigidity.

Abbreviations
ED Essential Dynamics
HPr Histidine containing phosphocarrier Protein
LD positional Langevin Dynamics

MD Molecular Dynamics
NMR  Nuclear Magnetic Resonance
PDB Protein Data Bank

1 Introduction

Understanding the complexity of proteins is one of the major challenges in science
today ®*. Models that can tell us something about proteins will have to incorporate
at least some of this complexity, but dealing with it head-on, without simplification,
is currently far beyond reach of our cognitive or computational capabilities. This
applies above all to aspects of folding. Experimental techniques are not yet able
to measure directly parameters that give detailed information 3, although much
progress is being made in some directions ®7. For this purpose, methods have been
developed that are able to reduce the overwhelming complexity of proteins to a level
that is either directly comprehensible to humans, or computationally accessible.
An example of the former can be a simple lattice model with P and H beads (e.g.
Shakhnovitch, 19978), where the unaided human mind can follow events and derive
certain properties. An example of the latter can be an MD simulation with full
atomic description (e.g. Daura et al., 1997°), which with increasing computer power
will yield information on larger and larger time-scales and systems.

In general reducing the complexity of the system means that a choice will have
to be made for the level of detail and for the number of degrees of freedom (which
will also be dependent on the level of detail). The detail level is mostly determined
by the number of explicit entities that will be included (ranging from full Quantum
description with all electrons included, via full atom description to description with
simplified side-chains and no explicit solvent). The number of degrees of freedom
is of course limited by the number of independent entities in the model, but may
be further restricted to some subset of allowable degrees of freedom (e.g. on- and
off-lattice descriptions).



The common notion that proteins are built up from structural elements such
as helices, sheets, specific turns, hydrophobic cores, etc., suggests a simplification
of protein structure and dynamics in terms of such elements'%. But a scientifically
valid subdivision must be based on a proper analysis; such structural elements must
be objectively distinguishable on the basis of their properties. If structural elements
exist which have more internal rigidity than the protein as a whole, they can be
considered as units with a significant role in function and in folding, thus reducing
the complexity to hopefully manageable proportions.

Information on the motional freedom of proteins can be obtained from from
x-ray data on different conformations, from NMR measurements or from molecular
simulation. Simulation in full atomic detail is now possible over several nanosec-
onds. The trajectories can then be analyzed in terms of collective fluctuations of
large amplitude, which are likely to describe the most important aspects of the
overall dynamics, by the method of Essential Dynamics'!. The method of essential
dynamics analysis is quite straightforward to use, and is being used routinely by an
increasing number of people. The results have proven to be useful in a number of
studies 11:12,13,14

Recently a ‘model-free’ method has been described to analyze motions occurring
in proteins!? in terms of rigid-body motions of internal domains, and has been used
on x-ray data? and molecular simulations®. The selection of domains is based on
the relative magnitude of intra-domain to inter-domain motion, and is thus not
necessarily related to standard secondary structure elements. It is along these lines
that we have investigated the internal domain structure of a typical single-domain
protein. The purpose of this study is to establish the applicability of the method.
A more detailed paper is in preparation, with the purpose of identifying internal
elements which could subsequently be used to simplify the complexity of the protein
for folding and functional studies.

2 Methods

2.1 Langevin Dynamics Trajectories

The results of 6 Langevin Dynamics (LD) simulations started from structure num-
bers #1, #2, #12, #17, #19 and #26 from the NMR PDB entry > 1HDN 6
(numbering corresponds to the consecutive structures in the PDB file), were pro-
vided by B. Hess '7, see Table 1. Each trajectory is 1 us long, they are denoted
by 11, 12, 112, 117, 119 and 126 (for LD).

2.2  Trajectory of MD with extended sampling

The results of 2 MD simulations with ‘extended sampling’ were provided by B.L.
de Groot 8. In this simulation, the eigenvectors from an ED analysis were used to

%Currently under development at our lab is a simplified description of proteins for use with
positional LD simulations 7. In this simplified description all backbone atoms are present, but
side-chains are represented by at most three atoms. This makes large time-steps of approximately
20 fs possible. No explicit solvent is included in the simulation. These conditions make the
extremely long simulation time of 1 us (1000 ns) possible. A paper is in preparation.
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Table 1: Overview of simulations used from other sources. Type MD* stands for MD with extended
sampling. nmr denotes structures from the NMR PDB entry 1HDN 16

Name Started Type Source
from
A nmrl LD 17
12 nmr2 LD 7
112 nmrl2 LD 17
117 nmrl7 LD 17
119 nmrl9 LD 17
126 nmr26 LD 17
sl nmr21 MD* 18
s2 nmr21 MD* 18

increase the sampling efficiency of an MD simulation 13. These trajectories extend
to 1057 and 685 ps respectively ' and are denoted by sl and s2.

2.8 MD Simulations
Starting Structures

2 MD simulations of HPr were performed from 2 different starting structures taken
from the NMR PDB entry'® 1THDN ¢ (#1 and #12, numbering corresponds to the
consecutive structures in the PDB file), the resulting trajectories will be referred to
as nl and n12 (for native). 2 more MD simulations were performed starting from
structure #1 at elevated temperatures (400 K and 500 K), which will be referred
to as h and 2h (for hot and too hot). 10 MD simulations were started from various
frames (summarized in Table 2) of the Langevin Dynamics trajectories (see Sec-
tion 2.1), they are denoted by f1 ..{26 and £26.5 .. £26.500 (for folding, because they
start from partially unfolded structures). In Table 2 a comprehensive summary of
all performed simulations is given.

The starting structures taken from the [1..126 trajectories were first unsimpli-
fied (i.e. all missing atoms in the simplified side-chain representation were added
back). Note that this results in a random side-chain placement where the orienta-
tion of the full-atom parts cannot be deduced from the simplified description. This
structure was energy minimized using steepest descents method, and 10 ps MD with
position restraints with a force constant of 1000 kJ mol'nm~2 was performed. For
f1..£26 the position restraints were on all heavy atoms, for £26.5..{26.500 on the
a-atoms only.

The protein was solvated in a cubic box of simple point charge (SPC) water 1°.
For the nl and n12 simulation this was done with a minimum distance of 0.9 nm
between the protein and the box, resulting in a 5.7 nm cubic box. In the other
simulations smaller box sizes are chosen. This will introduce some artifacts, but
large deviations are already expected from the distorted protein structure (for the
f1..126 and £26.5..£26.500 simulations), or from the elevated temperature (for the
h and 2h simulations), so the artifacts introduced by smaller box sizes will be
negligible in comparison.



Table 2: Overview of MD simulations that were performed, a total of 51.2 ns. nmr denotes
structures from the NMR PDB entry 1HDN 16, numbered according to the position of each con-
formation in the PDB file. Other references are to LD trajectories at specific times (see Table 1).
Simulation temperature, total length of the simulation and the size of the cubic box is shown.

Name Started from T Length Box
(K) (ns) (nm)
nl nmrl 300 5.0 5.7
nl2 nmrl2 300 5.0 5.7
fl 11Q1us 300 3.3 5.0
2 12Q@1pus 300 1.9 5.0
f17 117@1us 300 3.3 5.0
19 119Q@1us 300 3.5 5.0
£26.5 126@0.005us 300 3.0 4.9
26.10 126@0.01us 300 3.0 4.9
£26.50 126@0.05us 300 2.9 4.9
£26.100 126@0.1us 300 3.0 4.9
£26.500 126@0.5us 300 3.0 4.9
26 126Q@1us 300 3.4 5.0
h nmrl 400 5.3 5.1
2h nmrl 500 5.6 54

For the nl, n12, h and 2h simulations, the resulting solvated structures were
directly used as starting conformations for the MD simulations. For the f1 .. {26 and
£26.5 .. £26.500 simulations, the solvated structures were again subjected to energy
minimization and position restrained MD (as described above).

MD Parameters and Details

All MD simulations were performed using the following parameters and methods:
The GROMOS-87 forcefield 2° was used, with increased repulsion between water oxy-
gen and carbon atoms, as suggested by Van Buuren et al. 2. Explicit hydrogens
were defined for the aromatic rings 22, the resulting parameter set is the one referred
to as SW by Daura et al.?. The MD time step was 2 fs. In simulation n1 SHAKE?4
was used for all covalent bonds up to 2290 ps, after that LINCS 2% was used. For
all other simulations LINCS was used throughout the whole simulation. SHAKE and
LINCS have been shown to give the same solution up to machine precision 2°.

A twin-range cut-off for non-bonded interactions was employed with short-range
cut-off for Van der Waals and Coulomb interactions of 1.0 nm which were calculated
every simulation step, and a long-range cut-off of 1.8 nm for Coulomb interactions
which were calculated during neighbor-list generation, every 20 fs. The temperature
was controlled using weak coupling to a bath 26 of 300 K (400 K for h and 500 K
for 2h; see Table 2) with a time constant of 0.1 ps. Protein and solvent were
independently coupled to the heat bath. In the h and 2h simulations the system
was heated from 300 K to 400 K resp. 500 K at a rate of 5 Kps~! during the
first part (20 ps for h and 40 ps for 2h) of the simulation. The pressure was also
controlled using weak coupling with a time constant of 1.0 ps. A relative dielectric
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constant €, of 1 was used.

The MD simulations were carried out using the GROMACS molecular dynamics
package 27?8 on a Silicon Graphics Power Challenge with MIPS R10 000 processors
and on SGI O2 Workstations with R5000 processors. On the Power Challenge on
a single processor the nl and nl12 simulations (a total of 10 ns) with parameters as
stated above took 88 days of computer time.

2.4 FEssential Dynamics analysis

Essential dynamics analysis '! was applied to all MD trajectories, with the first
10% of each discarded to exclude any possible equilibrational effects. The analysis
was performed using the WEDTRA, WEDEIG and WEDPRJ tools from the WHATIF
program 2. First WEDTRA is used to fit all frames in the trajectory to one single
reference frame (the first frame of the trajectory). Second WEDEIG is used to build
the covariance matrix and diagonalize it, this yields the eigenvectors and eigenval-
ues, i.e. the essential modes and their corresponding root-mean-square fluctuations.
Last, WEDPRJ is used to project the trajectory on each of the first 6 eigenvectors,
the extreme structures in these projections are used as input for the Domain De-
composition analysis.

2.5 Domain Decomposition

The new method of Hayward et al.!:? of automatic domain decomposition based on

rotational analysis was applied to the results of all ED analyses. To distinguish the
domains determined by this method from domains determined by other methods
(e.g. methods based on structural, genetical or functional information) they should
be called dynamical domains, in this paper we will however mostly refer to them
simply as domains.

This method is implemented in a program called DYNDOM, which was used
for analysis. As input the extreme structures of a projection of a trajectory on
one of its eigenvectors are used, these describe the motion that is contained in the
eigenvector to the extent that is present in the trajectory. Parameters were set
as follows: maximum number of clusters 50, number of iterations for clustering
routine 100, fitting segment window length 5 residues, minimum domain size 8
residues, minimum ratio of external to internal motion 1.0.

3 Results

3.1 MD Simulations

Both native simulations (nl and n12) show excellent stability in all aspects. The
mean RMS deviation over both trajectories is 0.15 nm. Also the simulation at 400 K
(h) is very stable, although more fluctuations are present (e.g. in the secondary
structure elements) with a mean RMS deviation of 0.24 nm, which rises to around
0.3 at the end. All secondary structure elements, as determined by DssP 3, are
fully intact at the end of nl, n12 and h. The simulation at 500 K (2h) shows a
severe, but gradual, degradation of structure. Most secondary structure elements
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are lost at the end of this simulation, only parts of the N-terminal $-strand, and
the C-terminal a-helix and S-strand remain. The RMS deviation rises to a mean
value of 0.42 after about 1 ns.

3.2 Other Trajectories

In the LD trajectories (I1..126) HPr is partially denatured, gradually most sec-
ondary structure disappears until only a fraction (some 20%) is left at the end of
the 1 us trajectories. The RMS deviation of all backbone heavy atoms goes up to
0.46 nm.

The trajectories from the MD with extended sampling (sl and s2) are very
stable, comparable to nl and n12. The mean RMS deviation is slightly higher,
around 0.24 nm, which is to be expected because of the extended sampling.

3.3 Essential Dynamics analysis

On all trajectories mentioned in Tables 1 and 2, Essential Dynamics analysis was
performed, yielding for all trajectories a cumulative fluctuation (¢fl) in the first
6 eigenvectors (denoted as cfl(6)) between 0.58 and 0.85, i.e. between 58% and
85% (depending on the trajectory) of the motion present in these trajectories can
be described by only 6 degrees of freedom. These values are comparable to those
reported by others 11:1%:13:14 Both the largest (0.85) and smallest (0.58) cfi(6) are
from a LD trajectory. The sampling trajectories (s1 and s2) also have a large cfl(6),
0.85 and 0.78 respectively. The native trajectories (nl and nl2) have a cfl(6) of
0.66 resp. 0.63, the heated trajectories (h and 2h) of 0.64 resp. 0.74. The f1..{26
and £26.5 .. £26.500 have cfl(6)’s ranging from 0.63 and 0.79.

3.4 Domain Decomposition
Domain assignments

For all trajectories, the first 6 essential modes (from now on: modes), which com-
prises for the 22 trajectories a total of 132 modes, were analyzed for their domain
composition using DYNDOM 2. The resulting domain assignments are summarized
in Fig. 1. For each of the trajectories, 6 horizontal bars are present, corresponding
to the 6 essential modes. The color coding corresponds to the domain assignment by
DYNDOM, however, the coloring is not consistent between different essential modes.
In itself this summarized representation is not very informative, but it does give a
comprehensive global view of the results of the analysis.

The first thing that should be noted is that no domain assignments are made for
the first 2 and the last 2 residues in the protein, as can be seen in Fig. 1. This is due
to the 5 residue long fitting window that is used by DYNDOM while determining the
curl (i.e. rotational motion) of the residues. This means that for the first 2 and last
2 residues, no complete window is present, so no fitting and no curl determination
is done for these residues.

From Fig. 1 it is immediately clear that not for all modes a consistent domain
assignment could be made, these are all the rows that are completely white. For
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Figure 1: Domain decompositions per residue of HPr (along the x-axis) for the first 6 essential
modes (along the y-axis) for each of the trajectories. From top to bottom nl, n12, h, 2h, f1..26,
£26.5..£26.500, s1, s2, and [1..126. Color coding indicates different domains as assigned by the
DYNDOM program 2. Domain coloring does not necessarily match between different essential
modes.
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Figure 2: Total count of domain demarcations as assigned by the DYNDOM program -2 for all
trajectories for the first 6 essential modes of HPr. The thin grey line is the actual count of which
the thick black line is a running average over 3 points. The theoretical maximum count is 43; the
number of modes for which a domain assignment has been made. The dotted lines correspond to
the color coding used in Fig. 3.

43 modes out of the total 132 an assignment was made. Also, not all residues
need to be assigned to a domain, which can be seen as white stretches in a number
of rows. Counting over all modes for which a domain assignment was made and
ignoring the first 2 and last 2 residues, a total of 72% of all residues were assigned to
domains. The residues that were not assigned to domains, will typically be involved
in inter-domain motion (i.e. they serve as hinges or connecting regions).

Domain demarcations

A more compact view of the results is given in Fig. 2 which shows the count of
domain boundaries (or demarcations) at each residue position. The boundaries at
the third residue from the termini are not taken into account, as they arise directly
from the 5 residue fitting window (as mentioned in Section 3.4). The actual count
is displayed as a thin grey line, a running average is taken over three points which is
shown as a thick black line. Clearly visible are 5 ‘hot spots’ (at or around positions
14, 26, 43, 53 and 62), where domain boundaries often occur and one ‘cold spot’
(around position 40) where hardly any domain boundaries occur. A number of
regions of intermediate values is present.
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Figure 3: 3 residue running average of the count of domain demarcations as assigned by the
DYNDOM program 12 (see Fig. 2) color coded onto a cartoon representation of HPr. White, grey
and black correspond to a count of 0..2, 2..6 and 6..8 resp (see also Fig. 2). Note that shading
makes the white darker and the black lighter (Plot made by MolScript 31 with recent extensive
modifications 32).

The 3-residue running averaged demarcation counts (see Fig. 2) are color coded
onto a graphical representation of HPr in Fig. 3, with white, grey and black cor-
responding to a count of 0..2, 2..6 and 6..8 resp. So ‘cold spots’ will show up as
white regions, the ‘hot spots’ as black, and intermediate regions will be grey. The
first 3 and last 3 residues for which no domain demarcations are possible, as was
mentioned in the Section 3.4 are colored according to the fourth residue from the
respective termini (which is grey in both cases).

The cold spot is easily visible as the white (with greyish shadings) S-turn (type
I') between the two right-most 8-strands. The hot spots are also readily identified
as the black regions (with dark-grey shading). Starting from the C-terminus, the
first is found in the loop region between the left g-strand and the middle a-helix (at
the bottom), the second at the top of the middle a-helix, the third (which is only
a small spot) at the end of the rightmost, short, S-strand, the fourth at the end
(bottom) of the rightmost a-helix and the fifth in the middle of the second (from
the left) S-strand.



4 Discussion

The large number of MD simulations we performed, represent the state of the art.
Of these, nl and nl2 are the best in terms of methodology, i.e. they have a large
long-range cutoff of 1.8 nm and a correspondingly large computational box with
water. Of the others (h, h2, f1..f26 and £26.5..f26.500), some artifacts may be
expected from the somewhat smaller box sizes. This does not present a problem,
because of the different conditions of the systems in these MD simulations, i.e.
elevated temperature and very non-native like conformations. This means that
some detailed aspects might not be totally correct as a result of the smaller box-
size, but the general behavior of the system and the qualitative results contained
in the trajectories will be correct, because they are dominated primarily by these
deviating conditions.

The new method of determining a domain composition based on rotational cor-
respondence of residues appears to be applicable also to analyze properties of small,
single domain proteins. The results will of course depend heavily on the quality of
the MD simulations on which the essential dynamics analyses were performed. In
the present study, a large variety of starting structures and simulation conditions
is used to ensure that results do not depend on the choice of a specific starting
conformation, or on particular conditions.

The transitions between the hot spots, the cold spots and the intermediate
regions (see Fig. 2) is fairly sharp, indicating that these results are meaningful at
least in the sense that the distribution is not random. More detailed analyses should
be performed, linking the hot- and cold spots to other local structural properties
of the protein. Correlations with the actual motions found in the essential spaces
of the separate trajectories should also exist, so correspondences should be present
between details of these motions and the hot- and cold spots, linking them to
dynamical properties of the protein.

The location of most hot spots do not bring any surprise: in a loop or at the ends
of (B-strands or a-helices. So generally, secondary structure elements (especially a-
helices) tend to move as more or less rigid bodies. One hot spot, however, is located
in a strange place: in the middle of a #-strand, which is in turn in the middle of the
(B-sheet. This means that, very often, the -sheet does not move as a whole, but it
breaks up in at least two separate parts.

The location of the cold spot seems very significant, i.c. right at a g-turn.
Apparently this is a very stable part of the protein since in all the trajectories
(including those at 400 K and 500 K, the LD trajectories and the f1..f26 and
26.5..126.500 trajectories) it is not divided into separate domains. This might
even indicate that this region is crucial to the folding behavior of HPr.

Because all the analyses are based on a ‘grand synthesis’ of the results of a
number of very different simulations, comprising 132 different dynamical modes, it
will be interesting to see whether there are significant differences in the results if the
analysis were repeated on particular subsets of the simulations. It might be that
certain features (e.g. the existence and locations of the hot and cold spots) arise
mainly from a certain type of simulation, or that combining two different types of
simulation, obscures the presence of other features.
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5 Conclusions and future aspects

In this preliminary study we have analyzed dynamic trajectories of the single-
domain protein HPr by essential dynamics and by the new method of automatic
domain decomposition based on rotational analysis, as implemented in Hayward’s
program DYNDOM. The results depend strongly on the quality of the MD simula-
tions, for which a variety of methods and initial structures have been used. It was
found to be possible to identify stable regions (cold spots) in the protein, as well as
transitional regions (hot spots), which can hopefully be used in further studies on
the nature of the folding process. This warrants further detailed investigation.
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