
Journal of Biomolecular NMR, 23: 181–194, 2002.
KLUWER/ESCOM
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.

181

A comparison of methods for calculating NMR cross-relaxation rates
(NOESY and ROESY intensities) in small peptides

K. Anton Feenstraa, Christine Peterb, Ruud M. Scheeka, Wilfred F. van Gunsterenb & Alan E.
Marka,∗
aBioson Research Institute and Laboratory of Biophysical Chemistry, University of Groningen, Nijenborgh 4, 9747
AG Groningen, The Netherlands; bLaboratory of Physical Chemistry, Swiss Federal Institute of Technology Zürich,
Switzerland

Received 28 January 2002; Accepted 20 May 2002

Key words: conformational dynamics, large time-scale dynamics, molecular dynamics, peptide nmr

Abstract

Three methods for calculating nuclear magnetic resonance cross-relaxation rates from molecular dynamics simula-
tions of small flexible molecules have been compared in terms of their ability to reproduce relaxation data obtained
experimentally and to produce consistent descriptions of the system. The importance of the accuracy of the simula-
tion versus the amount of sampling of phase space has also been assessed by comparing different length simulations
performed with different time step schemes. A nine-residue peptide from the protein HPr of E. coli was used as a
test system. The work shows that, in this case, single conformations or a limited ensemble of configurations are
insufficient to properly describe the behavior of the peptide and that different approaches to incorporate molecular
motions lead to significant differences in the cross-relaxation rates calculated. The correlation between the cross-
relaxation rates calculated from simulations performed with different time step schemes was high and increased
with increasing simulation length indicating that the extent of sampling is more important than the details of the
atomic motion.

Abbreviations: ED – essential dynamics; FFT – fast Fourier transform; MD – molecular dynamics; MSF – mean
square fluctuation; MSD – mean square displacement; NMR – nuclear magnetic resonance; NOE – nuclear Over-
hauser effect; NOESY – NOE spectroscopy; PDB – protein data bank; RMSD – root mean square difference;
ROESY – rotating frame NOESY; SPC – simple point charge; TOCSY – total correlation spectroscopy.

Introduction

Nuclear magnetic resonance (NMR) spectroscopy is
currently the only experimental method that can yield
high resolution structural information on peptides and
proteins in solution. In particular, interproton dipo-
lar cross relaxation rates derived from nuclear Over-
hauser effect (NOE or ROE) experiments can provide
through space information on the proximity of differ-
ent groups. In general the observed cross relaxation
rates or NOE intensities are directly related to inter-
atomic distances. This assumes the molecule (peptide
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or protein) can be approximated as an isotropically
tumbling rigid structure or in some cases an ensem-
ble of isotropically tumbling structures. While this
is in practice a reasonable assumption in the case
of well structured larger molecules (Abseher et al.,
1995; Schneider et al., 1999), evidence suggests that
for small flexible molecules (such as peptides) ig-
noring internal dynamics and its correlation with the
overall motion of the molecule may give rise to severe
artifacts in the interpretation of NMR data (Jardet-
zki, 1980; Tropp, 1980; Lipari and Szabo, 1982;
Brüschweiler et al., 1992; Post, 1992; Abseher et al.,
1994; Daura et al., 1999a; Bürgi et al., 2001).
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The recent availability of molecular dynamics
(MD) simulations of small peptide systems that are
much longer than the overall tumbling time of the
molecules means that it is now possible to use ap-
proaches that involve less severe assumptions. For
example, from the dynamical correlations in the sim-
ulation the cross relaxation rates can be computed
directly. First, spectral densities are obtained by a
Fourier transform of the time-correlation functions of
the spherical harmonics pertaining to each of the pro-
ton pairs (see Equation 3 of Peter et al., 2001). Then,
using the spectral densities, a set of coupled differen-
tial equations that describe the relaxation of the system
of spins can be constructed. This relaxation matrix can
subsequently be solved by diagonalization (Boelens
et al., 1988; Bonvin et al., 1994; Peter et al., 2001).
The incorporation of such dynamical correlations in
the calculated cross-relaxation rates means that the
results will be sensitive to the precise details of the
simulation. This will include the extent of sampling of
conformational space and the details of the dynamics
as determined by the time step scheme used.

In the current paper we consider these issues by in-
vestigating the case of a nine-residue peptide from the
histidine containing phosphocarrier protein HPr from
E. coli (van Nuland et al., 1994). This particular pep-
tide has been proposed as a possible folding nucleation
site and thus was expected to adopt a stable spatial
fold. Preliminary MD simulations supported this no-
tion. Here we investigate whether the occurrence of
a particular fold can be verified by comparing cross-
relaxation rates calculated using different approaches
to incorporate atomic motion with cross-relaxation
rates observed experimentally.

Methods

Simulation set-up

Systems
Simulations were performed on a nine-residue peptide
fragment corresponding to residues 35–43 from the
protein HPr, an 85 residue α/anti-parallel-β sandwich
protein (van Nuland et al., 1994). HPr is the histidine-
containing phosphocarrier protein from the phospho-
enolpyruvate-dependent phosphotransferase system of
E. coli. The amino-acid sequence of the fragment is
V T S N G K S A S. The N-terminus was acetylated and
the C-terminus amidated, -COCH3 and -CONH2 re-
spectively, in order to minimize the difference between
the isolated peptide and the fragment in the protein.

Table 1. Overview of the five simulations of the nonapeptide in water.
From left to right: starting conformation; time step (�t); treatment
of hydrogen atoms and planar groups (H/plane): normal or d/m
dummified and modified masses (Feenstra et al., 1999); identifying
label; simulation length; number of water molecules; average box
length; average radius of gyration Rgyr of the peptide in the simula-
tion, Rgyr of folded starting structure is 0.55 nm, that of the extended
starting structure is 0.99 nm

Starting �t H/ Label Length No. Box Rgyr
structure (fs) plane (ns) H2O (nm) (nm)

Folded 2 n F2 573 744 2.91 0.58

Folded 4 d/m F4 250 852 3.00 0.57

Folded 7 d/m F7 600 852 3.00 0.58

Extended 4 d/m E4 196 1538 3.63 0.59

Extended 7 d/m E7 691 1538 3.63 0.58

881a 2.93a

aChanged from a cubic box to a truncated octahedron at 303 ns.

Parameters
All MD simulations were performed using the
GROMOS-96 force field (Daura et al., 1998; van Gun-
steren et al., 1996) and the GROMACS molecular dy-
namics package (Berendsen et al., 1995; van der Spoel
et al., 1999). The LINCS algorithm (Hess et al., 1997)
was used to constrain the length of all covalent bonds.
Time steps used were 2, 4 and 7 fs. For the simula-
tions at 4 and 7 fs, high frequency degrees of freedom
involving hydrogen atoms were eliminated from the
system where possible, or the high-frequency motions
were reduced by modifying the mass distribution, as
described previously (Feenstra et al., 1999; Feenstra,
2002). This allows a time step up to 7 fs to be used.
A twin-range cut-off was used to evaluate the non-
bonded interactions. Within the short-range cut-off of
1.0 nm the Van der Waals and Coulomb interactions
were calculated every step. Within the long-range
cut-off of 1.4 nm Coulomb interactions were only
re-calculated during the neighbor-list update, about
every 20 fs (10, 5 or 3 steps, depending on the time
step). The temperature was maintained by weak cou-
pling to a temperature bath (Berendsen et al., 1984) at
300 K with a time constant of 0.1 ps. The protein and
water were coupled independently. The pressure was
maintained by weak coupling with a time constant of
1.0 ps to an external pressure bath of 1 bar. A relative
dielectric constant (εr ) of 1.0 was used.

Equilibration
The ‘folded’ structure of the nonapeptide was taken
from the NMR solution structure of HPr (PDB
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(Berman et al., 2000) entry 1hdn (van Nuland et al.,
1994)). This structure and a fully extended structure
were first energy minimized using a steepest descent
algorithm. The resulting structures were each solvated
in a cubic or truncated octahedral periodic box of sim-
ple point charge (SPC) water (Berendsen et al., 1981),
with a minimum distance of 0.6 nm between the pep-
tide and the box wall. The water box was constructed
by replicating a cubic box containing 216 equilibrated
SPC water molecules. All water molecules with the
oxygen atom closer to any protein atom than the sum
of their respective Van der Waals radii were removed.
Simulation E7 (Table 1) was changed from a cubic
to a smaller truncated octahedral box after 303 ns by
removing the water falling outside the octahedral box
after centering the peptide. After energy minimization
100 steps of unrestrained MD using a 2 fs time step
was performed to relax the systems.

Production simulations
Five separate simulations were performed for lengths
varying from 200 to 700 ns using two different starting
structures, folded and extended, and three different
MD integration time steps, 2 fs, 4 fs and 7 fs. An
overview of the simulations is given in Table 1.

Analysis of conformational space

Covariance analysis
To analyze the sampling of conformational space,
Principle Component Analysis (PCA) of the fluctua-
tions in the atomic coordinates of the backbone (N, C
and Cα) atoms, also referred to as essential dynamics
(ED) analysis (Amadei et al., 1993), was performed.
This was then used to estimate the degree of con-
vergence between the trajectories by determining the
overlap of the subspaces sampled. The subspace sam-
pled in a trajectory is given by the positional covari-
ance matrix M determined during the PCA analysis.
As a measure of the overlap S between two tra-
jectories, the following expression was used (Hess,
2002):

S(M1,M2) = 1 −

√√√√ tr
([√

M1 − √
M2

]2
)

tr (M1) + tr (M2)
,

(1)

where M1 and M2 correspond to the positional co-
variance matrices of the peptide in the two trajectories
and tr (X) denotes the trace of the matrix X. Extreme

values of S are 1 for identical matrices (i.e. com-
pletely overlapping subspaces) and 0 for orthogonal
subspaces (i.e. no overlap). S is proportional to the
overlap of the square root of the fluctuations. A more
detailed description of this measure and a summary of
its properties is given by Hess (2002).

Cluster analysis
Clustering of structures from the simulations into con-
formations was performed based on the atomic po-
sitional root-mean-square difference (RMSD) of the
backbone atoms of the middle five residues (residues
3–7). A RMSD cut-off of 0.1 nm was used to de-
termine neighboring structures belonging to one con-
formation. The procedure was as follows. For each
structure, the number of neighbor structures was de-
termined. The structure with the largest number of
neighbors was then assigned to be the central structure
of the first cluster or conformation and all its neigh-
bors considered to be members of that cluster. These
structures were then removed from the pool of struc-
tures and the procedure repeated until no structures
remained in the pool. A more complete description
of this clustering algorithm is given by Daura et al.
(1999b).

Analysis of physical properties

Diffusion and rotational properties
Diffusion constants (D) were calculated from the
mean square displacement (MSD) of the center of
mass of the peptide in each separate simulation using
the Einstein relation for diffusion in three dimensions
and a linear fit of a plot of the MSD vs. time. Ro-
tational correlation times (τrot) for the peptide were
calculated from a single-exponential fit to the averaged
autocorrelation function for each of the components of
the normalized normal vector of the plane through the
Cα atoms of residues 3, 5 and 7.

Hydrogen bond analysis
A hydrogen bond was considered to exist if the dis-
tance between the hydrogen and the acceptor atom
was less than 0.25 nm and the angle donor-hydrogen-
acceptor was larger than 120 degrees (Kabsch and
Sander, 1983). Only hydrogen bonds present for more
than 4% of the trajectory were considered significant.
Hydrogen bond lifetimes were estimated from the in-
tegral of the autocorrelation of a function describing
the existence of a hydrogen bond. This function is
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assigned a value of one when the hydrogen bond ex-
ists and zero otherwise. To determine the average
hydrogen bond lifetime the correlation functions for
all hydrogen bonds were first summed. The average
lifetime for each simulation was then calculated from
the combined correlation function after subtracting the
asymptotic value at infinite time and normalization.

NMR experiments

Sample
The nonapeptide NAc-V-T-S-N-G-K-S-A-S-CONH2,
was purchased from Eurosequence, Groningen as a
freeze-dried powder. It was synthesized using solid-
phase FMOC chemistry from the C-terminus to the
N-terminus and purified by HPLC to better than 95%.
The N-terminus was acetylated and the C-terminus
amidated. The sample composition was as follows:
50 mM potassium phosphate buffer at pH 6.5, with
5% (v/v) D2O, approximately 1 mg ml−1 azide and
8 mg ml−1 or 9 mM of peptide, in a total volume of
300 µl.

Spectra
All spectra were recorded on a Varian Unity Inova
600 MHz NMR spectrometer. 1H TOCSY (Bax and
Davis, 1985a; Braunschweiler and Ernst, 1983), 1H
NOESY (Macura and Ernst, 1980) and 1H ROESY
(Bax and Davis, 1985b; Bothner-By et al., 1984)
experiments were performed. Watergate detection (Pi-
otto et al., 1992) was used in the NOESY and ROESY
experiments to suppress the water resonance. In ad-
dition, for the roesy experiments the water was pre-
saturated. NOESY experiments were performed with
a mixing time of 200 ms. Roesy experiments were
performed with mixing times of 50, 100, 150, 200
and 300 ms. A spectral width of 8 kHz was used
in both dimensions and free-induction decays were
acquired with 1 024 data points. The maximum evolu-
tion time was 64 ms and 81 ms for the NOESY and
ROESY experiments respectively. Positive and neg-
ative frequencies were discriminated as described by
States et al. (1982). The sample temperature was 5 ◦C
for all experiments. Data processing was performed
using the program package SNARF (van Hoesel,
2000). Data points were weighted by a Lorentzian-to-
Gaussian transformation in both frequency domains.
Polynomial baseline corrections were applied in both
domains. Cross-peak intensities were measured from
peak heights, which is estimated to be accurate to
within about 10%.

Calculation of NMR cross relaxation rates

Theoretical ROESY spectra were calculated using
three different approaches. The cross relaxation rates
obtained are directly related to intensities and can
thus be compared to intensities in the corresponding
experimental 2D-NMR spectra.

The first approach (called ‘flexible’) accounts for
aspects of internal dynamics by computing the spec-
tral density functions for all proton pairs from the time
correlation functions of the interproton vectors and by
solving the system of coupled differential equations
for the intensities by diagonalizing the relaxation ma-
trix as described by Peter et al. (2001). Compared
to the conventional method of analysis in which in-
terproton distances inferred from experimental peak
intensities are compared directly to average distances
in simulations this approach has the advantage that
effects due to internal dynamics as well as of spin dif-
fusion on the spectral intensities are included. Internal
dynamics come in via fluctuations in the interproton
distance, individual correlation times for the motion
of each interproton vector and possible effects of the
coupling of internal dynamics with overall tumbling
of the molecule. This influences the functional form
of the time correlation function of the affected inter-
proton vectors and thus the spectral density functions.
Compared to the procedure described in the reference
(Peter et al., 2001) small modifications were made.
Specifically, in this study the spectral density func-
tions are computed for all proton pairs and not only
for a selected set. This was made possible by the use
of fast Fourier transforms (FFT) to compute the time
correlation functions.

The second approach (called ‘rigid’) computes
r−6-averages,

〈
r−6

〉
, for all interproton vectors over all

structures of a trajectory or a subset of such structures,
e.g. the member structures of a cluster or confor-
mation. Spectral densities were computed from the
r−6-averages using a Lorentz function and an effective
correlation time (τeff) which was the same for all pro-
ton pairs. From these spectral densities, the relaxation
matrix was constructed and diagonalized to obtain the
intensities. This approach takes into account effects
due to spin diffusion, but not all effects of internal dy-
namics. Specifically the effects of internal motion on
the interproton distances are included but not effects
due to the angular motion of the interproton vector.

The third approach (called ‘naive’) computes r−6-
averages for all interproton vectors. Intensities are
simply assumed to be proportional to these average
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distances. Fluctuations in the molecule only effect the
average distances. A relaxation matrix approach is not
used and spin-diffusion is neglected. This is close to
the conventional way of analyzing NMR spectra in
terms of a single averaged structure and analyzing MD
simulations by comparing experimentally derived dis-
tances with simulated distance averages. For a mixing
time approaching zero the intensities obtained using
the ‘rigid’ and the ‘naive’ approaches are identical as
spin-diffusion effects are negligible for short mixing
times. For this reason the ‘naive’ approach is also
referred to as the initial rate approximation.

Results

Sampling and convergence

Five separate simulations of the nonapeptide were per-
formed using two different starting conformations and
three different time step schemes (see Table 1). To es-
timate the degree of overlap between the regions of
configurational space sampled in the different trajec-
tories, their respective covariance matrices were used
to obtain an S value based on equation 1. The values
obtained ranged between 0.8 and 0.9 (data not shown)
indicating a high level of overlap (Hess, 2002). A
graphical representation of this overlap is presented
in Figures 1A–E which show projections of the sep-
arate trajectories onto the first two eigenvectors of
the combined trajectories. The similarity in the con-
figurations sampled was also assessed by calculating
the root-mean-square difference (RMSD) of the back-
bone atom positions for the middle five residues of the
peptide for all possible pairs of structures of the com-
bined trajectories. The variation of the RMSD values
within a given trajectory was similar to the variation
between trajectories. There are frequent occurrences
of high and low RMSD values between different tra-
jectories demonstrating the regions of conformational
space sampled in the different trajectories are very
similar.

The dynamical properties of the nonapeptide such
as the diffusion constant (D), the rotational correla-
tion time of the peptide (τrot), and the hydrogen bond
lifetime (τHB) for each of the five simulations are
summarized in Table 2. The differences between the
trajectories for D and τrot are small and within the
uncertainty of the calculations.

Table 2. Dynamical properties of the nonapeptide from the
simulations. From left to right: simulation label (Sim.); dif-
fusion constant for the peptide (D, with a standard deviation
of 0.1 × 10−9 m2 s−1); overall rotation correlation time
for the peptide (τrot); average lifetime of internal hydrogen
bonds (τHB); and the effective correlation time (τeff) used
in the ‘rigid’ and the ‘naive’ calculation methods of ROESY
spectra as described in the text

Sim. D τrot τHB τeff

(10−9 m2 s−1) (ps) (ns) (ps)

F7 0.55 213 0.35 65

F4 0.50 261 0.37 80

F2 0.45 252 0.61 80

E7 0.60 215 0.38 65

E4 0.59 236 0.53 75

avg. 0.54 235 0.45 73

Conformational analysis

Based on the backbone RMSD values described
above, cluster analysis was performed on the com-
bined trajectories, using a cut-off for the RMSD of
0.1 nm. The trajectories are dominated by two clusters
with roughly equal populations. The first cluster (23%
occurrence) corresponds to a β-turn conformation with
a one-residue register shift in hydrogen bonding with
respect to the conformation found in the protein. The
second cluster (22% occurrence) corresponds to the
β-turn conformation found in the protein. No other
cluster is populated for more than 8% of the time.
These minor clusters cover a wide range of conforma-
tions. For example, the third cluster (8% occurrence)
has a curled conformation with a single turn of α-helix
at one end. Figure 2 shows the middle structures of the
two largest clusters, as well as backbone traces for a
selection of structures belonging to each cluster.

Figure 1F shows a projection of the conforma-
tions from the two largest clusters onto the two largest
eigenvectors from the ED analysis of the combined
trajectories. It is clear from this projection that the
clusters are well-separated in conformational space.
Approximately 500 transitions in and out of each of
the two largest clusters were observed during the tra-
jectory suggesting that the relative populations are
statistically reliable.

Table 3 lists the occurrence of backbone-backbone
hydrogen bonds in the combined trajectories of more
than 4%. The maximum occurrence of any hydro-
gen bond in the combined trajectory is only 11%,
indicating that the peptide is very dynamic. Many hy-
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Figure 1. Comparison between sampled space of each of the five trajectories (A–E) and comparison between the two largest clusters of the
trajectories combined (panel F). Shown are the projection of structures taken from each of the trajectories onto the first two eigenvectors of
the five trajectories combined (small symbols), a projection of structures from the two largest clusters from the combined trajectories (small
symbols in panel F), and a projection of the two starting structures: Large circle for the folded structure and large triangle for the extended
structure. One structure in every 1 ns of the trajectory was used.

drogen bonds, however, were observed with a higher
occurrence in specific clusters. The hydrogen bond-
ing pattern in cluster 2 corresponds closely with that
observed in the ensemble of NMR solution structures
of the whole protein. No significant difference in hy-
drogen bonding pattern was found between the five
separate simulations (data not shown).

NMR experiments

Assignments
Chemical shift assignments derived from TOCSY and
NOESY experiments are listed in Table 4. Nuclei with
an identical chemical environment or for which no dis-
tinction in chemical shift could be made, are grouped
together. These are indicated by an asterisk (‘∗’) in
place of a number in the atom names. The majority
of resonances could be unambiguously assigned. No
stereospecific assignments were made.

ROESY intensities
ROESY spectra were recorded using a series of 5 mix-
ing times. Intensities for all 5 mixing times could be
measured for 113 cross peaks. Of these, 10 correspond
to non-overlapping cross-peaks between non-adjacent
residues, i.e., are structurally most relevant. In addi-
tion, 85 non-ROE locations were identified. These are
defined as positions in the spectra which correspond
to the chemical shifts of a pair of protons where the
experimental intensities are below the noise cut-off
value, i.e., no peak is observed. A comparison between
the experimental and the theoretical intensities was
made for the 113 ROE peaks and the 85 non-ROEs.
Approximately half of the peaks involve backbone hy-
drogens. Results are presented for a mixing time of
200 ms.
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Figure 2. Structures from the two largest clusters from the combined trajectories. Cartoon models represent the middle structure of each cluster.
Thin gray lines represent backbone traces of every tenth structure from the corresponding cluster. Plots were generated using a modified version
of MolScript (Kraulis, 1991; Esnouf, 1997) and Raster3D (Bacon and Anderson, 1988; Merritt and Murphy, 1994).

Comparisons using theoretical intensities

Calculation
ROE intensities were calculated for all possible pro-
ton pairs for each of the simulations using the three
different approaches described in the Methods section,
‘flexible’ (accounts for all aspects of internal dynam-
ics and spin-diffusion effects), ‘rigid’ (includes spin-
diffusion effects but accounts for conformational fluc-
tuations only through distance averaging) and ‘naive’
(no spin-diffusion effects, only distance averaging).
The pairs of protons within CH2, NH3 and NH2
groups were excluded from the comparison as the dis-
tances between these protons depend solely on the
bonded interaction parameters of the force field. There
were 63 protons in the peptide of which 56 were
observed (see Table 4). This corresponds to 53 re-
laxation sites (using a single site for methyl protons,
and one site for all other protons). In total intensities

for 1378 pairs and 53 diagonal elements were calcu-
lated. These are referred to as ‘proton pair intensities’.
The effective correlation time τeff used in calculating
the ‘rigid’ intensities was empirically adjusted such
that the calculated intensities of the backbone proton
pairs match (as closely as possible) those from the
‘flexible’ approach. The effective correlation time is
much smaller than the overall rotational correlation
time of the peptide (τrot) because it includes contri-
butions from internal dynamics. The values of τeff for
each of the five simulations are listed in Table 2.

Sampling effects
To illustrate the effects of the simulation protocol and
of sampling on the calculated intensities, examples of
the correlation between the calculated proton pair in-
tensities from different simulations using a ‘rigid’ and
a ‘flexible’ treatment and a mixing time of 200 ms are
shown in Figures 3 and 4. Figure 3 illustrates the in-
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Figure 3. Comparison of theoretical proton pair intensities using the ‘flexible’ (A and B) and ‘rigid’ (C and D) methods between simulations
with different starting structures (E: Extended; F: Folded) and of different lengths (E4, F4: ∼ 200 ns; E7, F7: ∼ 600 ns). Distinction is made
between all proton pairs and those involving backbone or β protons. Numbers refer to the correlation coefficients for a linear fit to the plot of
all proton pairs.

fluence of the starting structure (E versus F) and of the
simulation length (200 ns for F4 with E4 versus 600 ns
for F7 with E7). In all cases a high degree of correla-
tion was found (> 0.99). This indicates that the spec-
tra are either insensitive to the differences between
the simulations or that the simulations are indeed very
similar. The correlations are in general higher for the
longer simulations (F7 vs. E7: 0.998 ‘flexible’ and
0.9996 ‘rigid’) than for the shorter simulations (F4 vs.
E4: 0.991 ‘flexible’ and 0.999 ‘rigid’). The calculated
peak intensities converge with increased sampling in-
dependent of the starting structure. The data can also
be weighted by using I

1/6
ROE instead of IROE. This sub-

jectively weights the data according to its structural
relevance (AB et al., 2001). Since I

−1/6
ROE is related to

interatomic distance, I
1/6

ROE can be thought of as a recip-
rocal apparent distance. Using this weighting gives a
slightly clearer separation of the correlation: F7 vs. E7

yields 0.99, whereas F4 vs. E4 yields 0.97. The corre-
lations for the ‘flexible’ spectra are lower than for the
‘rigid’ ones. In the figure it is also indicated which
intensities correspond to backbone-proton pairs. No
significant difference between all pairs as opposed to
backbone pairs is evident.

Figure 4 shows examples of the correlation be-
tween simulations performed using different time
steps and different treatments of hydrogens and pla-
nar groups starting from the folded structure. The
simulation protocol has apparently little effect on the
properties of the ensemble simulated in regard to the
calculation of the NMR proton pair intensities.

Theoretical models
In this section the intensities computed using the
different theoretical models described above are com-
pared in order to assess the importance of various
approximations within the models. Figure 5 shows the
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Figure 4. Comparison of theoretical proton pair intensities using the ‘flexible’ (A and B) and ‘rigid’ (C and D) methods between simulations
with different time steps/hydrogen treatments (F2: Normal dynamics with �t = 2 fs; F4 and F7: Dummified hydrogens and modified masses
with �t = 4 fs and 7 fs, respectively; see Table 1). Distinction is made between all proton pairs and those involving backbone or β protons.
Numbers refer to the correlation coefficients for a linear fit to the plot of all proton pairs.

correlation of the theoretical intensities computed with
the ‘flexible’ approach with those computed with the
‘naive’ approach (Figure 5, panel A), the correlation
between the ‘rigid’ and the ‘naive’ approach (panel
B), and the correlation between the ‘flexible’ and the
‘rigid’ approach (panel C). The values are plotted us-
ing a log-log scale, which roughly weights the peaks
according to their importance. Less intense peaks
which often correspond to structurally relevant distant
interactions are emphasized. The comparison between
the ‘rigidly’ and the ‘naively’ computed spectra (panel
B) highlights the importance of spin diffusion. Es-
pecially for low intensity peaks, spin diffusion can
change the relative intensity of two peaks by a factor of
two or more. In the figure, the important aspect is not
the deviation of the slope of the correlation curve from
1. Spin diffusion, in general, lowers cross peak in-
tensities by providing additional relaxation pathways.
What is relevant, is that this effect is different for dif-
ferent proton pairs changing the relative intensities of

the cross peaks. This results in the spread of the points
and the deviation of the correlation coefficient from
1. The effect is greater for longer mixing times and
is significant for mixing times longer than 100 ms for
this system.

The comparison of the ‘flexible’ and the ‘rigid’
approach (Figure 5C) highlights those effects of in-
ternal dynamics on the spectral intensities that go
beyond simple distance averaging. In small highly
flexible molecules, separate regions of the molecule
may show individual correlation times significantly
different from the molecule as a whole. For exam-
ple, whereas the rotational correlation time for the
molecule overall is approximately 230 ps the effective
average rotational correlation time is only around 70
ps. Thus, some parts of the molecules show much
greater motion than the whole which will in turn af-
fect the intensities of proton pairs located in those
regions. Again, it is not the slope of the correlation
curve that is relevant. Additional motions will in gen-
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Figure 5. Comparison between theoretical proton pair intensities, calculated using three different approaches at a mixing time of 200 ms and
for the F2 trajectory and for the two largest clusters of the combined trajectories. The intensities obtained with the three methods, ‘naive’, ‘rigid’
and ‘flexible’, are plotted against each other in A–C. Distinction is made between all proton pairs and those involving backbone or β protons.
D shows intensities calculated using the ‘rigid’ method for the two largest clusters vs. the whole trajectory (for backbone protons only). Linear
fits are also shown and the corresponding slopes and correlation coefficients are reported.

eral shorten the ‘effective’ correlation time and induce
further relaxation processes. Instead, one should fo-
cus on the spread of the points. The spread shows
that internal dynamics have a different effect on dif-
ferent intensities and thus on the relative lengths of
distances inferred from experimental NMR spectra.
The comparison between the ‘flexible’ and the ‘naive’
approach (Figure 5A) illustrates these influences. In
Figure 5 it can be seen that the effect of neglecting
spin diffusion and local motion is more significant for
pairs involving a proton on a sidechain than for pairs
involving two backbone protons.

Complete ensembles and single conformations
The sensitivity of the ROESY spectra to the backbone
conformation was investigated by calculating theoreti-
cal (‘rigid’) spectra for groups of structures represent-
ing a particular backbone conformation (i.e., members
of one cluster) and comparing these spectra with that
calculated from the complete trajectory. Of interest

was whether a single conformation or a small number
of conformations, for example the two most important
clusters, were sufficient to approximate the complete
ensemble of states simulated. Or, whether a partic-
ular cluster represented the experimental NMR data
better than the other clusters. In Figure 5D the cor-
relation of the ‘rigid’ spectra of the first two clusters
with the ‘rigid’ spectrum of the complete simulation
is displayed (for backbone protons only) on a loga-
rithmic scale. The spread of the points shows that the
spectrum is sensitive to the conformation. The corre-
lation coefficient is nevertheless very high and in fact
higher than the correlation for the comparison between
the ‘flexible’ and the ‘rigid’ approach; 0.95 for ‘flex-
ible’ vs. ‘rigid’ and 0.98 for both clusters 1 and 2 vs.
complete trajectory. This high correlation coefficient
is in part due to the fact that it was computed with a
linear fit, which strongly emphasizes the peaks with
high intensities. Such proton pairs are very close in



191

Table 3. Selected hydrogen bonds in the backbone which occur
in the combined trajectories for more than 4% (21 in total). From
left to right occurrence in the ensemble of protein NMR solution
structures, in all five trajectories and in the two largest clusters.
An occurrence larger than 10% is indicated in bold. An occur-
rence smaller than 4% is considered insignificant and is indicated
by ‘−’

Hydrogen–Bond Occurrence in

Donor Acceptor Protein Combined Cluster No.

N-H O trajectories 1 2

Thr 2 – Ace 1 – 4 4 5

Thr 2 – Ser 9 – 4 14 –

Ser 3 – Val 1 17 5 5 9

Ser 3 – Lys 6 – 4 – 13
Ser 3 – Ser 7 – 5 6 8

Asn 4 – Val 1 – 6 5 –

Asn 4 – Thr 2 13 6 11 5

Asn 4 – Ser 7 – 8 33 –

Gly 5 – Ser 3 – 5 5 –

Gly 5 – Ala 8 – 6 – 10
Lys 6 – Ser 3 93 6 – 18
Lys 6 – Asn 4 70 9 – 18
Ser 7 – Ser 3 – 5 – 9

Ser 7 – Asn 4 – 11 37 –

Ser 7 – Gly 5 – 5 6 5

Ala 8 – Val 1 93 5 – 12
Ala 8 – Ser 3 – 5 – 12
Ala 8 – Asn 4 – 7 21 –

Ala 8 – Gly 5 – 5 5 –

Ala 8 – Lys 6 – 4 5 6

Ser 9 – Thr 2 – 5 17 –

space and usually also close in sequence. This means
that they are of little relevance structurally.

Both cluster 1 and cluster 2 represent the spectrum
of the complete simulation equally badly. Using I

1/6
ROE

instead of a IROE (AB et al., 2001) weighting the cor-
relation coefficients obtained correspond better to the
‘visual’ impression gained from Figure 5D: ‘flexible’
vs. ‘rigid’ gives 0.99, cluster 1 vs. complete trajectory
gives 0.87 and cluster 2 vs. complete trajectory gives
0.84.

In summary, neither of the predominant conforma-
tions is sufficient to reproduce the spectrum calculated
from the complete trajectory. In addition, neither of
the two conformations represents the ensemble signif-
icantly better than the other. It is probably not possible
to represent a spectrum of such a flexible compound by
just one conformation. The spectra are sensitive to the
conformations sampled and any comparison between

Table 4. 1H chemical shift assignments (σ1H in ppm) for all ob-

servable 1H nuclei, 56 in total. Multiple 1H nuclei which are
bonded to the same heavy atom and have identical chemical shifts
are grouped together, which is indicated using a ‘∗’ instead of a
number in the atom name. Non-overlapping methylene resonances
are indicated by the subscripts 1 or 2 referring to low and high field
resonances respectively

Residue Atom σ1H

Ace Hα∗ 2.048

1 Val H 8.371
Hα 4.155
Hβ 2.074
Hγ∗∗ 0.951

2 Thr H 8.450
Hα 4.263
Hβ 4.444
Hγ2∗ 1.206

3 Ser H 8.550
Hα 4.447
Hβ1 3.891
Hβ2 3.851

4 Asn H 8.658
Hα 4.734
Hβ∗ 2.852
Hδ21 7.730
Hδ22 7.029

5 Gly H 8.502
Hα∗ 3.946

Residue Atom σ1H

6 Lys H 8.255
Hα 4.381
Hβ1 1.853
Hβ2 1.757
Hγ∗ 1.405
Hδ∗ 1.656
Hε∗ 3.026

7 Ser H 8.542
Hα 4.450
Hβ∗ 3.882

8 Ala H 8.644
Hα 4.359
Hβ∗ 1.417

9 Ser H 8.362
Hα 4.361
Hβ∗ 3.872

NH2 HN1 7.616
HN2 7.289

experimental intensities and intensities computed from
MD simulations is only meaningful if the ensemble
simulated contains all ‘relevant’ conformations.

Comparison between theoretical and experimental
intensities

Intensities calculated from the simulation data were
also compared to intensities obtained experimentally.
The theoretical intensities were generated by summing
the individual proton pair intensities for all pairs pos-
sibly associated with a location in the spectra obtained
experimentally, based on the chemical shift assign-
ments listed in Table 4 and the observed peak widths.
Experimental intensities for which the theoretical pre-
diction would depend primarily on bonded interaction
parameters in the force field were excluded from the
comparison. In total there were 98 locations for which
peak intensities could be determined experimentally.
In addition, 85 locations were considered for which
peak intensities could be calculated but for which
no peak was evident in the experimental spectrum
(non-ROEs).
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Figure 6. Comparison between theoretical and experimental ROE peak and non-ROE intensities. Experimental non-peak ‘intensities’ are set
to arbitrary values of between 0.2 and 0.4 (on the left-hand side in the plot) with an offset added for clarity between the three data sets in each
plot. Dotted lines indicate the noise level (1) as determined from the experimental spectra. Theoretical intensities are shown for three models
for the molecular motion. The top panel shows all proton pairs, the bottom panel only those involving backbone or β protons.
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Figure 6 shows the correlation between the cal-
culated and experimental intensities using the three
methods. The correlation between the theoretical and
experimental intensities is virtually identical for the
three methods (vis. ∼ 0.8). The noise level in the
experimental spectra is about 1 in the units used in
Figure 6. The absolute values of the experimentally
derived intensities and those calculated using the var-
ious methods cannot be compared directly. Therefore,
it was required that the predicted non-intensities were
below 5. The average calculated intensity for the non-
ROE’s was 6.7 for the ‘naive’ method, 4.1 for ‘rigid’
and 3.2 for ‘flexible’. This however is not a signifi-
cant difference. The theoretically computed intensities
from the ‘naive’ approach are systematically higher
than those from the ‘rigid’ approach which are again
higher than those from the ‘flexible’ approach. This
is discussed in the section ‘Theoretical models’ and is
also reflected in the different slopes in Figure 6.

Based on the correlation between the experimen-
tal and the theoretical intensities no distinction can
be made between the three calculation methods used.
None of the methods reproduces the experimental data
better than the others. The deviations from experiment
may be due to (i) the force field and/or simulation
methods used, (ii) the time scale that was simulated
which is still much shorter than the experimental
timescale, (iii) limitations in the models used to calcu-
late the theoretical intensities or (iv) limitations within
the experimental data. For example, cross-relaxation
rates were estimated from peak heights as opposed
to peak volumes. In weighting these various factors
it should be noted that the comparison in Figure 6
was performed using the F2 simulation which does
not have the special treatment of hydrogens and planar
groups. Results obtained for the other trajectories (data
not shown) are very similar to those for F2.

Although the spectra computed from the complete
simulation and from single clusters are very different,
no single conformation nor group of conformations
gave a significantly better agreement with the exper-
imental data than the whole trajectory. In all the cases
the correlation between intensities computed theoret-
ically and intensities obtained experimentally were
similar (∼ 0.8, data not shown).

Discussion

In the simulations in aqueous solution the nonapeptide
adopts a small number of comparatively stable con-

formations. The dominant cluster or conformation, a
β-turn, is populated for 23% of the time. The sec-
ond most populated conformation, also a β-turn, has
a hydrogen bonding pattern similar to that of the non-
apeptide in the protein HPr and is only slightly less
common than the first being populated for 22%. The
question we have tried to address is whether the con-
formations sampled in the simulations are compatible
with the measured data.

Clearly, if the simulations accurately reproduce the
behavior of the peptide in solution both in terms of the
conformations sampled and in terms of the dynamic
properties of the system, the proton pair intensities
calculated using the ‘flexible’ approach should corre-
spond most closely to the the experimentally measured
intensities. What was found was that given the ac-
curacy of the calculations and the correspondence
between the experimental and theoretical peak intensi-
ties it is not possible to make a distinction between the
different methods used to derive the theoretical inten-
sities. A similar correspondence with the experimental
data was found for each of the methods even when
intensities were naively assumed to be directly propor-
tional to

〈
r−6

〉
averaged distances. All three methods

show a large spread in intensities around the experi-
mental values. This spread which was in the order of a
factor of 10 would correspond to a spread in the inter-
proton distances of about a factor of 101/6 ≈ 1.5 or
a deviation of around 50%. This does not mean that
an appropriate treatment of local motion is unimpor-
tant. It does mean, however, that if local dynamics
is included in the analysis the requirement that the
simulations correctly reproduce small differences in
the relative populations of different conformers will
be more stringent.

By comparing the properties calculated from the
different trajectories the effects of using different time
steps and using different methods to treat hydrogen
atoms and planar groups was investigated. The sam-
pling of conformational space was analyzed by calcu-
lating the overlap between different trajectories. This
was achieved by means of an S parameter as de-
scribed in the Methods and Results sections and by
comparing the projection of the trajectories onto the
two largest eigenvectors of the combined trajectory
(Figure 1). In both cases no effect of the size of the
time step was apparent. A direct comparison of all
conformations in terms of the RMSD of the atomic
positions of the backbone of the middle five residues
also showed that the trajectories were effectively in-
distinguishable. Marginal differences were, however,



194

observed in the occurrence of two out of the 21 hydro-
gen bonds analyzed between simulations performed
using different time steps. Likewise, dynamical pa-
rameters such as the diffusion, rotational correlation
time, average hydrogen bond lifetime, average cluster
lifetime all showed marginal differences as might be
expected.

Our results demonstrate that for the case of a
small flexible polypeptide in solution the use of dif-
ferent approaches to treat the effects of molecular
motion can lead to significant variations in calculated
NOE/ROE intensities and hence in the interpretation
of experimental spectra. This shows again that in the
case of small flexible peptides in solution 2D-NMR
spectra alone provide insufficient information to deter-
mine what are the dominant conformations in solution.
Detailed information on the nature of the molecular
motion is needed to correctly back calculate the ex-
perimental data. Only when we have simulations of
sufficient length and accuracy to be able to predict the
experimental spectra in detail will we be able to have
a true picture of the behavior of these systems at an
atomic level.
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